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Abstract—Service-oriented architecture (SOA) has been widely employed in the field of software engineering, since it encourages attributes such as modularity and code reusability across different applications. Web service composition, where atomic services that accomplish simple tasks are combined into an application that fulfills a more complex function, is one popular application of SOA. Existing composition works focus on building functional and quality-optimised applications. A subset of these works use multi-objective evolutionary computing techniques to produce a Pareto front of compositions, though they assume that the basic structure of the composition workflow is already known. In our recent work, we removed this assumption by combining NSGA-II with a solution representation that allows for different workflow structures to be investigated. However, the multi-objective nature of the problem made it difficult to apply local search to further improve the results. In this paper we hybridise NSGA-II with MOEA/D, which allows the problem to be decomposed into multiple single-objective subproblems where a simple form of local search can be applied. Experiment results show that the use of local search improves the quality of the fronts produced by the hybrid approach for a number of composition tasks.
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I. INTRODUCTION

Service-Oriented Architecture (SOA) is a paradigm that has been widely adopted in recent years, as it encourages the creation of modular applications whose components can easily be reused [1]. The modules used in SOA are Web services, and they provide data or operations that can be independently accessed over the network [2]. The creation of modular applications within this paradigm is known as Web service composition, which entails the combination of services into a particular execution workflow [3]. In addition to creating workflows, the focus of the composition process is on creating solutions with the best possible overall Quality of Service (QoS). The need to efficiently optimise a solution’s QoS makes evolutionary computing (EC) a promising composition approach, and several works have investigated this particular area [4].

The majority of existing EC approaches are classified either as single-objective or multi-objective works. Single-objective approaches generally prioritise the exploration of different composition workflow structures, meaning that prior knowledge on what structural features are most promising is not required. These approaches are referred to as fully automated Web service composition techniques [5]. Due to the varying structure and length of solutions, algorithms that support more flexible representations—such as genetic programming (GP) [6], [7]—are ideal for this task. Despite these advantages, one limitation of single-objective works is that they combine all potentially conflicting QoS measurements using a simple aggregation strategy, which assumes that the users who requested the composition have certain preferences regarding the importance of each QoS attribute. In fact, users could often benefit from being presented an array of possible choices. To address this need, another set of works has explored multi-objective techniques, since they can naturally handle conflicting QoS attributes and also produce a set of trade-off solutions [8]. These works assume an abstract workflow is given, and they simply select a service for each abstract slot until reaching the best possible overall QoS. These are known as semi-automated Web service composition techniques [5]. A recent work has employed a GP-based NSGA-II approach to composition [9], combining fully automated Web service composition with multi-objective principles.

Works in other multi-objective combinatorial optimisation problems [10] have shown that the use of local search further improves the quality of solutions, however this has not been attempted for multi-objective and fully automated Web service composition. Thus, the goal of this paper is to propose a memetic multi-objective Web service composition approach that employs local search to produce compositions with better QoS trade-offs. While a non-dominated form of local search can be directly applied to the entire population of NSGA-II, this has been shown in the past to be quite computationally expensive if not bound in some way [11]. Instead, this work employs a previously proposed NSGA-II and MOEA/D hybrid for the optimisation process [12]. The inclusion of MOEA/D is advantageous because it divides the multi-objective problem into single-objective subcomponents, enabling the use of less computationally expensive
single-objective local search operator. The effectiveness of the memetic approach is verified by testing it against existing multi-objective works using the popular benchmark dataset WSC-2008 [13].

The remainder of this paper is organised as follows: Section II defines the problem addressed in this paper. Section III discusses relevant works in this area. Section IV presents the novel hybrid memetic approach. Section V describes the experimental design when comparing the novel approach with existing works. Section VI analyses the experimental results. Section VII concludes the paper.

II. PROBLEM DESCRIPTION

Web service composition is centred around the idea of having a user send a composition request that is automatically processed by a system that then returns an application assembled using a set of atomic services. Given a composition request \( R = (\text{input}(R), \text{output}(R)) \), with \( \text{input}(R) \) representing the inputs provided to the composition and \( \text{output}(R) \) representing the outputs required from the composition. Each Web service used in the composition is represented as \( S = (\text{input}(S), \text{output}(S), \{q_1, \ldots, q_n\}) \), meaning that it requires a set of inputs, produces a set of outputs, and has an associated set of QoS attributes describing how well it operates. The \( k \) services that are available for use are held in a service repository \( SR = \{S_1, \ldots, S_k\} \). The Web service composition process consists of selecting a subset of services from \( SR \) that provide the needed functionality, then combine them into a workflow that produces \( \text{output}(R) \) when given \( \text{input}(R) \).

A composition can be executed in its entirety when provided with \( \text{input}(R) \), producing \( \text{output}(R) \). This is referred to as functional correctness. Service compositions can be represented as directed acyclic graphs with a start service \( S_s = (\emptyset, \text{input}(R), \emptyset) \) and an end service \( S_e = (\text{output}(R), \emptyset, \emptyset) \). In order for a composition to be functionally correct, all other services must have their inputs provided by predecessors, which in turn have already had their inputs satisfied. Figure 1 shows an example of a functionally correct service workflow. The travel planning scenario shown here is popular in the field [14], [15], and the goal is to book flights and accommodation for a customer’s trip according to their preferences.

In addition to functional correctness, another requirement for Web service compositions is to achieve the best possible overall QoS. The composition should be optimised by using objective functions \( f_1, \ldots, f_n \) to improve each QoS attribute. In this work, four popularly considered attributes [4] have been considered: availability \( (A) \), the probability of a service immediately responding to a request; reliability \( (R) \), the probability that the response produced by the service is accurate; time \( (T) \), the overall execution time for responding a request; cost \( (C) \), the financial cost incurred in requesting the execution of a service. In the scenario of a Web service composition, the QoS values of its atomic services can be aggregated to calculate the overall QoS attributes for the composition. This is done according to the constructs that are used in the workflow, which are based on existing composition languages [17]. Two constructs are considered in this work.

Figure 1: Web service composition example (adapted from [16]).

\[
A = \prod_{n=1}^{m} a_n \quad R = \prod_{n=1}^{m} r_n \quad T = \sum_{n=1}^{m} t_n \quad C = \sum_{n=1}^{m} c_n
\]

Figure 2: Depiction of sequence construct and formulae for aggregating atomic QoS values [18].

\[
C = \sum_{n=1}^{m} c_n \quad A = \prod_{n=1}^{m} a_n \quad R = \prod_{n=1}^{m} r_n
\]

\[
T = \text{MAX}\{t_n | n \in \{1, \ldots, m\}\}
\]

Figure 3: Depiction of parallel construct and formulae for aggregating atomic QoS values [18].

Sequence Construct: The sequence construct connects services by using the outputs of a predecessor as the inputs of a successor, as seen in Figure 2. The \( A \) and \( R \) for this construct are obtained by multiplying together the corresponding atomic values for each service, and the \( T \) and \( C \) are obtained by adding up the corresponding atomic values.

Parallel Construct: The parallel construct groups services that are executed independently, as seen in Figure 3. This
means that their inputs are fulfilled separately and their outputs have no bearing on each other. While $A$, $R$, and $C$ are still obtained in the same way as they are for the sequence construct, $T$ is calculated by finding the service in the construct with longest execution time (meaning that others will finish executing first).

The overall QoS values for a composition are used to calculate two objective values, based on previous works [9]. The two fitness functions are $f_1 = T + C$ and $f_2 = A + R$, both calculating scores between $[0, 2]$, where $0$ is the best possible quality. The QoS attributes in both of these functions are normalised using a set of estimated bounds for each objective: the minimum $A$ and minimum $R$ are set to $0$; the minimum $T$ and minimum $C$ are set to the lowest respective values found in a single relevant service in the repository; the maximum $A$ and maximum $R$ are set to the highest respective values found in a single relevant service in the repository; the maximum $C$ and maximum $T$ are also set to the highest single values found in a relevant service, but they are then multiplied by the total size of the repository [7]. Since both $f_1$ and $f_2$ are minimisation functions, $A$ and $R$ are offset during the normalisation process so that smaller values denote better quality.

### III. RELATED WORK

This brief discussion of relevant previous works is divided into four groups according to their common characteristics. The first group comprises semi-automated Web service composition works that use multi-objective optimisation techniques, an area that has been relatively well investigated. A dynamic genetic algorithm-based method is proposed to independently optimise the time and cost of compositions in [19]. This work assumes that an abstract workflow already exists and so it focuses on selecting the best services to fulfil, observing reputation and reliability constraints. In [8], an algorithm named E3-MOGA is employed to optimise the throughput, latency, and cost of service compositions, also assuming an abstract workflow. This approach produces solutions for multiple user levels, creating fronts with evenly distributed solutions. While these works have the ability to optimise different objectives independently, they assume that the overall workflow of the composition has already been provided. This is a limitation because the selection of a suitable composition workflow requires specialist knowledge.

The second group comprises fully automated Web service composition works that use single-objective optimisation techniques, an area that has further room for investigation despite a number of interesting contributions. Genetic programming (GP) is used to evolve workflow structures in [6]. A context-free grammar is used to enforce an initial coherent structure, then functional correctness is promoted by using a penalisation strategy in the fitness function. GP is also employed by [7] to generate functionally correct solutions, though in this case genetic operators preserve the correctness of solutions and the fitness function is only responsible for optimising the overall QoS values. The work in [20] clusters all potentially useful services into a workflow according to their functionality, then it employs Cuckoo search to select the most promising service from each cluster. While these works have the ability to identify promising workflow structures without the need for human intervention, they do not optimise conflicting objectives in an independent fashion. Instead, they aggregate different QoS measures as a single score. This is a limitation because it does not allow for different quality trade-offs to be thoroughly investigated.

The third group comprises fully automated Web service composition works using multi-objective optimisation algorithms, and up to this point it consists of a single work [9]. This work represents a composition as a set of fragmented service workflows, which must then be assembled into the corresponding service workflow. Service fragments are optimised using NSGA-II with specialised crossover and mutation operators. Despite effectively exploring a variety of composition structures in a multi-objective context, the fragmented representation does not naturally lend itself to the addition of local search, since listing all possible fragment variations for a given service is a complex and inefficient task.

The fourth group comprises works that employ decomposition and local search to improve the performance of multi-objective solutions to combinatorial optimisation problems. These works are not directly related to Web service composition, yet the principles they discuss are potentially quite useful in the composition domain. Perhaps one of the simplest ideas to boost the performance of a search carried out using NSGA-II would be to incorporate a simple Pareto local search operator, though this has been shown to be very computationally expensive if carried out to completion [11]. Alternatively, MOEA/D [21] could be applied for decomposing the multi-objective problem into several single objective subproblems, as this would enable a more efficient single-objective local search operator to be applied during the evolutionary process. Despite this advantage, the classic MOEA/D algorithm is known to be sensitive to the scale of each objective [22], which makes it potentially unsuitable to the Web service composition problem with its disparate QoS attributes. Given these limitations, hybridising NSGA-II with decomposition, as proposed in [12], could be a good compromise between non-dominated optimisation and a less computationally expensive form of local search. To the best of our knowledge this strategy has not been previously applied to the Web service composition problem, leaving an interesting knowledge gap to be explored.

### IV. A HYBRID MEMETIC COMPOSITION APPROACH

The approach proposed in this work consists of employing the hybrid algorithm discussed in [12] with a linear representation that encodes services as a queue [23]. While
it retains the simple non-dominated sorting strategy from NSGA-II, it also decomposes the problem using the principles of MOEA/D. This enables single-objective local search operators to be employed with a given probability, which is a less computationally expensive alternative to multi-objective local search approaches. The sequential representation facilitates the creation of suitable neighbours for the local search operator, since the position of services in the sequence can be swapped in order to create a suitable neighbour. A key aspect of this representation is that it is encoded, meaning that a decoding step is necessary in order to obtain the corresponding composition workflow for a given sequence. Figure 4 shows an example of this representation, along with its corresponding workflow.

Figure 4: Example of candidate using sequential representation with corresponding composition workflow.

Figure 5 and Algorithm 1 show the overall steps of the proposed memetic approach. Initially the service repository is preprocessed by dividing the services into layers, according to how close they are to the beginning node in the composition. This information obtained from this processing step is useful when decoding a sequence. Uniformly distributed weights are then generated for each subproblem, indicating the importance of each objective when evaluated in that context. Once a weight has been assigned to each subproblem, the Euclidean distance between all pairs of weights is calculated. Using this information, the closest $T$ neighbours to each given weight are identified. Next, a population of $N$ sequences is created at random. Since each sequence contains all the relevant services in the repository, a new candidate is created by simply shuffling the list of relevant services. Each newly created sequence is assigned to a different subproblem, and the QoS attributes of the newly created sequences are evaluated by decoding them. The following steps are then repeated until the stopping criteria, which in this work is reaching a specified number of generations, is met. Firstly, an empty set of individuals is created to hold the offspring resulting from the breeding process. Secondly, an offspring is created for each subproblem, has its QoS evaluated, and is placed in the offspring set. The creation of an offspring begins by selecting a parent via tournament selection. This is done by placing the subproblem sequence and its neighbours in a selection pool, then randomly picking some of these individuals for comparison. The individual that is evaluated as having the highest score for that subproblem is the tournament winner, and this is calculated by aggregating different the different objectives according to the weight vector using the Tchebycheff aggregation approach [21]. The winner has a genetic operator applied to it, with the specific operation being decided based on a predefined set of probabilities. The offspring resulting from this operation is then decoded, evaluated, and added to the offspring set. Thirdly, the offspring set is combined with the current population and the whole collection of individuals is sorted using the non-dominated strategy of NSGA-II, which includes the calculation of crowding distance. Fourthly, the $N$ individuals with the best ranking after sorting are chosen to be the next generation. When the stopping criterion is eventually met, the non-dominated solutions in the final generation are returned as the final set of trade-off solutions.

A. Identification of Layers

As mentioned earlier, the service repository must be preprocessed before the evolutionary process takes place. The objective of this preprocessing step is twofold: to identify the services that are relevant to the composition task at hand, which determines the length of a sequence, and to identify the layer information associated with each service, which
Algorithm 1: Steps of the hybrid memetic composition algorithm.

Input: R, SR, Population size \( N \), neighbourhood size \( T \)
Output: Solution set
1. Separate the services in the repository into layers;
2. Generate \( N \) uniformly distributed weight vectors, one for each subproblem;
3. For each weight vector, find its \( T \) closest neighbours;
4. Randomly initialise a population of \( N \) sequences;
5. Assign each sequence in the population to a subproblem;
6. Evaluate \( f_1, f_2 \) fitness of initial population by decoding each sequence;
7. while stopping criterion not met do
8. Create an empty set of offspring;
9. foreach subproblem do
10. Place the subproblem sequence plus the neighbourhood sequences in a selection pool;
11. Carry out tournament selection, evaluating candidates by aggregating objective values using subproblem weights;
12. Apply a given genetic operator, randomly chosen according to probabilities, to the tournament winner;
13. Evaluate result of genetic operation by decoding the sequence;
14. Add result to set of offspring;
15. Combine current generation with offspring set and perform the NSGA-II non-dominated sorting on the whole collection;
16. Select top \( N \) solutions as the next generation;
17. return non-dominated set of solutions in final generation;

is used during the sequence decoding process. The process for the identification of layers is discussed in detail in [23], and the overall idea is to classify services according to their distance to the composition’s start node.

B. Sequence Decoding and Evaluation

A sequence of services is transformed into its corresponding composition workflow by using the decoding algorithm that is explained in detail in [23]. The key idea of this algorithm is to gradually build a workflow from the end towards the start, repeatedly going through the sequence. The sequence is searched and the services whose outputs can be used to fulfil the pending inputs in the workflow are added to the composition. The order of services in the sequence matters, as the search process always take place left to right (thus giving preference to the leftmost services). The overall QoS attributes for the composition are calculated during the decoding process, then returned and used to calculate the objective values as discussed in Section II.

C. Genetic Operators

Three problem-specific genetic operators were employed during the evolutionary process: mutation, crossover, and local search. The mutation operator randomly swaps two services in a sequence in order to create a sequence variation. The crossover operator used is a two-point crossover [23] that maintains the uniqueness of the elements in each sequence. The operation begins by randomly choosing a beginning and ending position for a subsequence to be exchanged between the parent sequences. The subsequences are copied into two empty offspring sequences (parent 1’s subsequence is copied into offspring 1, and parent 2’s into offspring 2). Subsequently, the offspring has its remaining blank cells filled from left right, reading from the complementary parent (also from left to right) and adding whatever services that have not already been included in the subsequence.

![Crossover example for a pair of sequences.](image)

The local search operator is based on the one described in [23], which consists of repeatedly swapping pairs of services as it is done in the mutation operator in order to create a neighbourhood. However, the local search proposed in this work will only swap services if two conditions are met: firstly, one of the services being swapped is used in the decoded composition and the other is not; secondly, the service that is not used in the composition has better QoS attributes overall than the service that has been included in the composition. The overall quality score for each particular service is calculated using the two objective functions introduced earlier, this time using the minimum and maximum of QoS values of individual services in the repository as normalisation bounds. The resulting values from these two functions are then combined using the Tchebycheff approach. This local search operator does not fix one of the services, thus the swap of all possible service pairs in the sequence is attempted with an optional maximum number of attempts. Figure 7 shows an example of this operator, where services \( a \) and \( b \) belong to the composition.
but service c does not. Each service has an associated quality score, and the smaller the score the better the quality. The local search attempts to swap all possible pairs of neighbours in the composition, which in this case amounts to three possible swaps. The first attempted swap (between a and b) is not successful because both services already belong to the composition, so neighbour 1 is not considered. The second attempted swap (between a and c) is also not successful, this time because service c’s quality is worse than a’s. The third swap (between b and c) is successful because one service belongs to the composition and the other does not, and c’s quality is better than b’s. Thus, the overall quality of neighbour 3 is assessed and, if better than that of the original candidate, the neighbour replaces it.

Figure 7: Local search example for a sequence.

V. EXPERIMENTAL DESIGN

Experiments were conducted to measure the performance of the proposed hybrid memetic approach (henceforth referred to as Hybrid-L), comparing it with NSGA-II using a sequential representation (henceforth referred to as NSGA-II) and with a version of the hybrid approach that does not include local search (henceforth referred to as Hybrid). The comparison is conducted by measuring the execution time of each approach, the IGD of the Pareto fronts—which is calculated using an aggregate front made up of the non-dominated solutions from all runs of all approaches for a given dataset—, and the hypervolume of the Pareto fronts—which is calculated using a reference point of (2,2). IGD and hypervolume were chosen because they are commonly used performance metrics for multi-objective optimisation [24]. The benchmark dataset WSC-2008 [13] was used for experiments, with the additional QoS attributes generated in QWS [7]. This dataset contains service repositories, taxonomies defining the relationships between inputs and outputs, and Web service composition tasks. The parameters used for executing the three approaches were selected based on commonly used settings in the evolutionary computing literature [25]. For all approaches, a population of size 500 was evolved for 51 generations and tournament selection was used with tournaments of size 2. For the NSGA-II and Hybrid approaches, the genetic operators used were mutation, crossover, and reproduction, with probabilities of 0.8, 0.1, and 0.1 respectively; for the Hybrid-L approach, the reproduction operator was replaced with the local search operator using the same probability. The local search stops after performing at most 100 iterations. For the Hybrid and Hybrid-L approaches, the neighbourhood was set to 500, and dynamic normalisation was used to calculate the fitness of the solutions, as discussed in [7]. Methods were run 30 independent times for each composition task on a personal computer with 8GB RAM and an Intel Core i7-4770 processor with a clock speed of 3.4GHz.

VI. RESULTS AND DISCUSSIONS

The overall execution time in seconds for each approach is shown in Table I, which contains the mean and standard deviation for each composition task. Wilcoxon rank-sum testing with a significance level of 0.05 was used to identify which approaches produce the statistically best results for each composition task, and these results are bolded in the table. More specifically, a pairwise comparison of approaches without Bonferroni correction was carried, then approaches were ranked according to the number of times they were found to be better, similar, or worse than the others. The IGD results are displayed in a similar fashion in Table II, and the hypervolume results are shown in Table III. To clearly display the difference between the quality of the solutions produced by the different approaches, the objective values for all solutions were reset using QoS normalisation bounds retrieved from the set of all final compositions. Namely, the lower bounds for each QoS attribute are the lowest overall values found amongst all final compositions, and the upper bounds are the highest.

The execution time results show that the NSGA-II and Hybrid approaches are equivalent in performance for tasks 08-1, 08-2, 08-3, 08-8, 09-2, 09-3, 09-4, and 09-5, though for the remaining tasks the NSGA-II approach is significantly faster. The Hybrid-L approach, on the other hand, takes the longest to execute for all tasks due to the use of local search. In particular, tasks 08-6 to 08-8 and 09-3 to 09-5 are time consuming for Hybrid-L due to the high number of services in their repositories, which translate into longer sequences and higher numbers of possible neighbours during local search. Regarding the quality of the Pareto fronts produced, IGD results show that NSGA-II has significantly better values for 8 out of the 13 tasks and hypervolume results show that Hybrid-L has significantly better or equivalent values for 10 out of 13 tasks. Finally, in comparison with NSGA-II the Hybrid approach produces fronts that are equivalent in quality to each other overall, despite fluctuations within individual tasks.

Figures 8 and 9 depict the mean convergence of the IGD and hypervolume values for the NSGA-II, Hybrid,
and Hybrid-L approaches when running task 08-5, in which Hybrid-L produced solutions with significantly better IGD and hypervolume values. In the original set of experiments the NSGA-II and Hybrid approaches execute significantly faster than the Hybrid-L approach. To verify whether the other approaches could achieve equivalent quality given longer execution times, NSGA-II and Hybrid-L were allowed rerun for 200 generations instead of 51, while the original settings were kept for Hybrid-L (all other parameters were unchanged). The plots included here were produced based on this experimental rerun. The IGD plot in Figure 8 shows that even given additional time, NSGA-II cannot reach the same IGD levels as the other approaches. The Hybrid approach, on the other hand, almost arrives at the IGD level of the Hybrid-L approach, but it eventually converges to a local optimum.

The hypervolume in Figure 9 shows a similar pattern for NSGA-II, though this time the Hybrid approach converges faster than Hybrid-L and reaches an equivalent hypervolume to it.

VII. CONCLUSIONS

This paper introduced a hybrid memetic approach to QoS-aware Web service composition, combining elements of NSGA-II and MOEA/D to independently optimise quality attributes. The decomposition element of this approach enables the employment of a new single-objective local search operator, which considers whether services are included in the composition as well as their overall quality. As shown by the experimental results, the quality of the solutions produced by the Hybrid-L approach (including local search) is improved for a number of composition tasks when compared to the NSGA-II and Hybrid (i.e. without local search) approaches. Even though the execution time required by the novel approach is higher than that of the others due to the local search operation, it still fits within a
reasonable time budget. Thus, the ideal usage scenario for the Hybrid-L approach is when the focus is on the quality of the generated solutions. Future work in this area should investigate variations of the local search operator, aiming to reduce its required execution time, as well as exploring different neighbourhood sizes to be used by the tournament selection portion of the hybrid algorithm.
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