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Abstract—Web service composition, which consists of combining services that accomplish simple tasks into a more sophisticated composite application, is a research area that has been extensively researched. Evolutionary computation lends itself to tackling the problem of Web service composition, since it allows for the optimisation of the overall Quality of Service attributes of the composite solution. In order to gain a better understanding of the different evolutionary computation-based approaches applied to this problem, a number of literature surveys have been written in this area. However, these surveys do not focus on the technical aspects of using evolutionary computation to this end, instead focusing on the general application of methods. Thus, the focus of this survey is on analysing existing works from a technical perspective, paying particular attention to the following key decisions when choosing an evolutionary computation-based approach for Web service composition: a) the representation of candidates, b) the fitness evaluation strategy, c) the handling of correctness constraints, d) the choice of evolutionary algorithms and operators. Based on these analyses, current trends, limitations, and future research paths are identified.

Index Terms—Web service composition, evolutionary computation.

I. INTRODUCTION

APPLICATIONS increasingly rely on the Web, and in particular Service-Oriented Computing (SOC), for their functioning [1]–[5]. The foundation of SOC is the concept of Web services, which provide functionality that is accessible over the network in a modular way [6]. This encourages the reuse of existing functionality as opposed to costly reimplementation, and gives rise to the idea of Web service composition [7], whereby multiple Web services that perform simpler tasks are combined into a more complex application. In order to produce a functional composite application, the inputs required by all service operations employed must be fulfilled, either by the user or by the outputs produced by operations of preceding services in the workflow. Languages such as WS-BPEL [8] are used to describe the composition, and the services in it are offered by a service provider and formally described according to standards such as WSDL [9].

Web service composition can be performed manually for small problems, though the process of identifying suitable services and combining them into a functional workflow is fraught with difficulties [10] and can become very time-consuming or even infeasible for more complex applications. To address this, previous works have proposed Web service composition methods [11] that employ a variety of techniques to build workflows without the need for human intervention. More specifically, Web service composition falls under the umbrella of NP-hard problems [12], meaning that algorithms for efficiently solving the problem are not known. Using evolutionary computation (EC), it is possible to produce near-optimal solutions to this combinatorial optimisation problem in an efficient way, which makes it a popular choice for Web service composition. EC has been shown to be particularly promising [11]–[17], since it allows for service compositions to be built and optimised. This makes EC more versatile than other methods. For example, AI planning-based approaches focus purely on workflow building without optimisation, and those based on linear programming or graph search focus on finding optimal solutions but assume a fixed workflow structure. The latter approaches may also be more computationally expensive than EC depending on the complexity of the dataset handled.

EC-based Web service composition is a topic that has received significant attention, however there are no clear guidelines for researchers who wish to apply evolutionary computation in this context. The way in which EC methods are applied may result in approaches with particular strengths and limitations that impact the overall performance level, and this introduces the need for a comprehensive overview of the existing options, technical challenges, and corresponding strategies to address them. Early surveys [11], [14]–[17] provide an overview of EC-based methods, though they only briefly explain how these techniques are employed and do not discuss in detail some of the critical decisions that have to be made in the process. The surveys in [12], [13] group EC works according to the algorithm utilised, outlining the general strategy employed by each group and performing a systematic literature review of several works in the area. However, they overlook technical aspects. Thus, in this paper we aim to provide a comprehensive overview of the literature on Web service composition, with the aim of guiding researchers and practitioners in the field through the key technical decisions in designing EC-based approaches. We also intend to encourage researchers from the service computation community to explore the advantages of EC applied to Web service composition. In order to do so, this survey will provide a broad analysis of the technical considerations of EC-based composition, as well as revealing gaps in the existing body of work that highlight future research directions.

This survey is organised based on key technical concerns...
when employing evolutionary computation to tackle Web service composition. Four decisions must be made in order to utilise EC: representation, fitness evaluation, handling of correctness constraints, and choice of algorithms and operators. The remainder of this paper is organised as follows. Section II contains the background to the Web service composition problem. Section III discusses the existing approaches. Section IV identifies the trends in the works considered. Section V presents issues, challenges, and future directions. Section VI concludes the paper.

II. BACKGROUND

A. Web Service Composition

The Web service composition problem consists of orchestrating several Web services in order to produce an application that accomplishes a complex task, where a Web service is a functionality module that requires a set of inputs to produce a corresponding set of outputs [13]. Services for creating this application are selected from a repository which offers services providing some functionality and with different Quality of Service (QoS), i.e. non-functional attributes such as response time and deployment cost [13]. Service requestors provide a composition task that consists of a set of inputs that are required from the user as well as outputs that should be produced once the application is executed.

There are two main strategies for performing Web service composition. The first one is the semi-automated approach, where the composition requestor provides an abstract workflow comprised of abstract services [13]. These abstract services specify the expected functionality in terms of available inputs and required outputs. In this context, the composition process consists of selecting concrete services to fulfil each abstract service in the workflow, where the selection is typically done by employing an optimisation technique. The second Web service composition strategy is the fully automated approach, which does away with the assumption that an abstract workflow has been provided. Instead, it constructs a suitable workflow while also selecting services that provide key pieces of functionality, which can also be done through optimisation.

Existing languages for Web service composition (e.g. WSBPEL [18]) use certain constructs to control the flow of the resulting compositions with regards to input satisfaction. However, in addition to this functional aspect, they also influence the QoS properties of a composition. The following constructs are considered in this work:

- **Sequence construct:** In a sequence construct services are chained sequentially, so that the outputs of a preceding service are used to satisfy the inputs of a subsequent service, as shown in Figure 1. The total cost and time of this construct are calculated by adding the values of its individual services, and the total availability and reliability by multiplying them.

- **Parallel construct:** In a parallel construct services are executed in parallel, so their inputs are independently fulfilled and their outputs are independently produced, as shown in Figure 2. The availability, reliability and cost are calculated the same way as they are in the sequence construct, and the total time is determined by identifying the service with the longest execution time.

- **Choice construct:** In a choice construct only one service path is executed, depending on whether the value of its associated conditional constraint is met at runtime. The conditional constraint is a logical condition used to select the appropriate execution path. This construct is shown in Figure 3. In this case, all overall QoS attributes are calculated as a weighted sum of the services from each individual path, where each weight \( p_n \) corresponds to probability of that path being chosen during runtime. These weights add up to 1.

\[
T = \sum_{n=1}^{m} t_n \\
C = \sum_{n=1}^{m} c_n \\
A = \prod_{n=1}^{m} a_n \\
R = \prod_{n=1}^{m} r_n
\]

Fig. 1: Sequence construct and calculation of its QoS.

\[
T = \max\{t_n | n \in \{1, \ldots, m\}\} \\
C = \frac{\sum_{n=1}^{m} c_n}{m} \\
A = \prod_{n=1}^{m} a_n \\
R = \prod_{n=1}^{m} r_n
\]

Fig. 2: Parallel construct and calculation of its QoS.

\[
T = \sum_{n=1}^{m} p_n t_n \\
C = \sum_{n=1}^{m} p_n c_n \\
A = \sum_{n=1}^{m} p_n a_n \\
R = \sum_{n=1}^{m} p_n r_n
\]

Fig. 3: Choice construct and calculation of its QoS.

B. Problem Formalisation

A Web service \( S \) is represented using a functional description that includes an input concept \( I \) and an output concept \( O \) specifying what operation the service will perform, a categorical description of inter-related concepts specifying the service operation according to a common terminology \( T \) in the application area, and a quality of service (QoS) description of non-functional properties such as response time and cost. For the categorical description, an ontology with definitions of “concepts” and the relationships between them must be specified. In previous works [19] a terminology for service ontology
using description logic has been defined. A terminology is a finite set \( \mathcal{T} \) of assertions of the form \( C_1 \sqsubseteq C_2 \) with concepts \( C_1 \) and \( C_2 \), as defined in [19]. In this definition, \( C_1 \sqsubseteq C_2 \) means that \( C_1 \) is subsumed by \( C_2 \), i.e., all instances of \( C_1 \) are also instances of \( C_2 \).

A service repository \( D \) consists of a finite collection of atomic services \( s_i, i \in \{1, n\} \) together with a service terminology \( \mathcal{T} \). A composition request \( R \) is defined with a pair \( (I_R, O_R) \), where \( I_R \) is the input concept that users provide and \( O_R \) specifies the output concept that users require. A composition request can be represented using a special start service \( s_0 = (0, I_R) \) that requires no inputs and a special end service \( s_e = \{O_R, 0\} \) that produces no outputs.

Service compositions can be represented by process expressions [19], which are statements used to describe interactions between components of a system. Formally, the set of process expressions over a repository \( D \) is the smallest set \( \mathcal{P} \) containing all service constructs that is closed under the sequential composition construct \( \cdot \), parallel construct \( \parallel \), and choice construct \(+\). That is, whenever \( s_i, s_j \in \mathcal{P} \) hold, then all \( s_i \cdot s_j, s_i \parallel s_j, s_i + s_j \) are process expressions in \( \mathcal{P} \), where \( s_i \) and \( s_j \) are component services.

A service composition \( S \) is a feasible solution for the service request \( R \) if the following conditions are satisfied:

- All the inputs needed by the composition can be provided by the composition request, i.e. \( I_R \sqsubseteq I_S \);
- All the required outputs can be provided by the composition, i.e. \( O_S \sqsubseteq O_R \);
- For each component service \( s_j \) its input \( I_j \) should be provided by services \( s_i \) that were executed before it, i.e. the union of the output of all the services \( s_i \) is a sub-concept of \( I_j \).

The QoS of a given composition workflow is improved by employing optimisation techniques that minimise objective functions. One example is by employing a single function that produces a single score from different QoS attributes: \( f = w_1 A + w_2 R + w_3 T + w_4 C \), where \( \sum_{j=1}^{4} w_j = 1 \). In this function, the overall values of \( A, R, T, \) and \( C \) are calculated according to the constructs used in the composition workflow, following the formulae presented in subsection

III. EVOLUTIONARY WEB SERVICE COMPOSITION APPROACHES

The papers used in this survey were collected by searching Google Scholar, Scopus, and Web of Science using the keywords "service composition" & "evolutionary". This section is divided into two parts, one discussing semi-automated and the other fully automated approaches. Each part is organised according to the four key decisions shown in Figure 5.

A. Semi-Automated Web Service Composition

As previously discussed, semi-automated composition approaches assume that a workflow of abstract services has already been provided, with the goal of selecting concrete services to fulfil the relevant abstract service. The various technical decisions on how to address the composition problem in a semi-automated context are discussed herein.

<table>
<thead>
<tr>
<th>Graph-based</th>
<th>Vector-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]</td>
<td>[32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83], [84], [85], [86], [87], [88], [89], [90], [91], [92], [93], [94], [95], [96], [97], [98], [99], [100], [101], [102], [103], [104], [105], [106], [107], [108], [109], [110], [111], [112], [113], [114], [115], [116], [117], [118], [119], [120], [121]</td>
</tr>
</tbody>
</table>

1) Representation: When employing EC to perform Web service composition, the initial decision concerns the way in which to represent candidates in the population. Different representation options have been investigated in a semi-automated context. A visual guide of representations is shown in Figure 4, displaying examples of the same composition in the following formats: Tree-based, which captures services (leaf nodes) and their workflow configuration (inner nodes); graph-based, which captures the interactions between service nodes as edges; vector-based, which contains a chosen concrete service for each abstract service in a pre-existing workflow; permutation-based, which represents a queue of services to be used in building a corresponding workflow (i.e. does not assume a pre-existing workflow). The semi-automated works discussed are grouped according to this aspect in Table I.

Most semi-automated approaches employ vector-based representations, using each vector dimension to represent one abstract service in the workflow. Certain semi-automated works use vectors of numbers to represent the composition, where each number corresponds to a given concrete service [32], [33], [40], [49]–[52], [71], [75], [78], [88], [93], [103], [106], [110], [116], [117], [119]. Other works use binary vectors to represent a composition [45], [59], [64], [76], [77], [79], [104], [107], [111], [114], [118], [122], [123], with each dimension in the vector representing a different concrete service. In this binary vector, a value of 1 means that the service is included in the composition while a value of 0 means that it is not. Alternatively, some of these approaches encode binary substrings within the vector, with each substring representing a label denoting a specific concrete service. The vector-based representation is a straightforward choice for semi-automated compositions, given its simple linear nature. As the abstract services included in the composition are already known, maintaining a vector that holds the labels of each concrete service chosen to fulfill this abstract workflow provides all the necessary information for the evolutionary process. Additionally, evolutionary computation approaches that employ vector-based representations have been thoroughly investigated by researchers in the field, meaning that the corresponding algorithms and search techniques are likely robust. Despite these advantages, the vector representation assumes an abstract composition workflow is already known.

Graph-based representations are an intuitive way of capturing the relationships between services in a composition, as they naturally model a solution’s workflow structure. The
works in [20]–[24], [26] employ an Enhanced Planning Graph (EPG), which is built using AI planning principles. This graph captures the different relationships between the tasks in the workflow, grouping services with the same functionality under each task. Similarly, the works in [25], [27]–[31] use a graph divided into layers, where each layer corresponds to a task in the workflow. Each layer groups all the concrete service candidates with the same functionality. These graph-based representations offer a richer context for semi-automated composition, since they capture the concrete services and the possible relationships between them in a single structure. This allows for specific evolutionary computation techniques (e.g. ant colony optimisation) to be conducted directly on the structure. However, depending on the number of services in the repository used for the composition and the complexity of the workflow, grouping services with the same functionality among themselves) called a Pareto front is defined as a set of globally dominant solutions (that are non-dominant based on whether they dominate each other, where domination is defined as having a candidate with quality scores that are clearly superior to those of another. When comparing a population of candidates, multi-objective techniques produce a set of globally dominant solutions (that are non-dominant amongst themselves) called a Pareto front. For example, Figure 8 shows candidates in a two-dimensional objective space, considering the QoS attributes of time and cost. The candidates grouped in the set represent the Pareto front of trade-off (i.e. different QoS attributes). The semi-automated works discussed in this survey are grouped according to this aspect in Table II. As these strategies are not problem-specific to Web service composition, they will be only briefly discussed here. Researchers have employed techniques that allow QoS attributes to be optimised in a multi-objective way, creating a set of solutions that show the quality trade-off amongst promising solution candidates [27]–[30], [88]–[115], [124]–[130]. The basic idea is to optimise solutions according to a series of objective functions that measure the different QoS attributes to be considered. Candidates are then compared based on whether they dominate each other, where domination is defined as having a candidate with quality scores that are clearly superior to those of another. When comparing a population of candidates, multi-objective techniques produce a set of globally dominant solutions (that are non-dominant amongst themselves) called a Pareto front. For example, Figure 8 shows candidates in a two-dimensional objective space, considering the QoS attributes of time and cost. The candidates grouped in the set represent the Pareto front of trade-off (i.e.
non-dominated) solutions.

Fig. 8: Example of a Pareto front in multi-objective optimisation.

NSGA-II and other multi and many-objective fitness assignment methods have been used by a number of works on Web service composition [88], [90], [91], [99], [100], [103], [105]–[115], [124]. The concept of \( \mathcal{E} \)-dominance relation, which is a relaxed form of Pareto dominance, is explored in [97]. One of the key contributions of this work is exploring a way of preserving the population diversity when performing the Pareto ranking. Decomposition-based approaches have also shown promise in the context of multi-objective combinatorial optimisation [99], [101], [131], [132], as they can simplify a multi-objective problem into a number of single-objective subproblems.

However, the simple additive weighting (SAW) strategy is a popular way of optimising the QoS of composite services in a semi-automated and single-objective context [20]–[26], [32]–[87], [122], [123], [133]–[146]. The key idea is to aggregate all QoS attribute values into a single score that is then used for the optimisation. Each attribute is associated with a different weight, and these weights are used to express preferences regarding the importance of different QoS attributes. For example, if the user wishes to prioritise the optimisation of a service’s availability, the corresponding weight would be set to be proportionally higher than that of the other QoS attributes. In the context of Figure 8 the fitness of a candidate would be calculated by weighting the importance of time and cost attributes, then combining them using a specific aggregation strategy (e.g., \( F = 0.5 \times T + 0.5 \times C \), where the sum of the weights is 1). Note that the aggregation of QoS values is calculated differently if a composite service involves multiple execution paths. Additionally, other works may treat QoS metrics as constraints in a cost-based optimisation. A detailed categorisation that includes these cases is included in [17].

Despite being frequently used in Web service optimisation problems, the aggregated fitness function does not fully handle the independent and often conflicting nature of the different

Fig. 6: Examples of the different strategies for calculating the fitness of a given composition.

Fig. 7: Examples of the different strategies for ensuring the correctness of a given composition.
QoS attributes. For example, when considering the trade-off between a composition’s financial cost and its execution time, services with short execution times are likely to be financially more expensive and vice-versa, a trade-off that is not well represented by a single-objective fitness assignment [147].

Finally, a number of works do not consider multiple QoS attributes, and instead optimise a **single QoS** measure of the composition, such as the cost-based optimisation performed in [116], [118], [119] or the response time-based optimisation in [117]. This approach is uncommon, since the previously discussed fitness assignment techniques are straightforward while allowing multiple attributes to be considered.

**TABLE III: Semi-automated works grouped according to their strategy for the enforcement of correctness constraints.**

<table>
<thead>
<tr>
<th>Abstract Workflow</th>
<th>Constraints</th>
<th>Operators</th>
<th>Strategies</th>
</tr>
</thead>
</table>
| [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83], [84], [85], [86], [87], [88], [89], [90], [91], [92], [93], [94], [95], [96], [97], [98], [99], [100], [101], [102], [103], [104], [105], [106], [107], [108], [109], [110], [111], [112], [113], [114], [115] | Correctness Constraints | Many different algorithms have been employed for solving the semi-automated Web service composition problem. **Genetic Algorithms (GA)** are a popular choice for tackling combinatorial optimisation problems [148], and thus have been widely applied to the problem of Web service composition [13], [32], [33], [50], [64], [71], [75], [76], [78], [116], [117], [119], [145]. The chosen representation for a composition is commonly a vector of numbers, where each number corresponds to a candidate Web service for a given abstract service. A population of candidates is evolved for several generations using generic operators, typically crossover and mutation. In the crossover, equivalent sections of the vectors in two distinct candidates are swapped; in the mutation, a section of one candidate’s vector is modified at random in order to introduce some genetic diversity. Some of the earliest works in this area [32], [33], [116], [149] apply genetic algorithms to optimise the overall Quality of Service (QoS) of a composition, and other works consider dependency constraints between services [36], [120]. In addition to the use of standard GA, techniques that combine Tabu search and GA have been proposed [35], [150], and so has the use of a GA-based algorithm that incorporates agents with interconnected memories [121]. As evidenced by a large number of works, GA is a straightforward technique that is well suited to the semi-automated composition problem. However, it does not easily lend itself to fully automated service composition due to the vector representation employed. **Particle Swarm Optimisation (PSO)** [151]–[153] bears similarities with GA, also relying on a vector representation for candidates [37], [39], [41], [43], [45], [46], [51], [72], [84], [89], [92], [96], [135], [141]. In each particle, a given dimension corresponds to an abstract service in the abstract workflow, and each candidate Web service that provides the required functionality for the abstract service is represented by a value range. Instead of employing genetic operators to carry out the search process, PSO uses the concept of position updates to move candidate particles across the search space. The work in [39] represents services as integers and then employs the usual PSO update strategies. In contrast, the works in [40], [42] propose a unique method with which to update the position of the particles in the swarm. The idea is to apply list of changes to each particle in order to update it, as opposed to performing the usual numerical calculations. Another method [45] employs a quantum-inspired PSO algorithm for the service selection process, where each particle uses a special representation based on the concept of quantum registers. The discussion above shows that PSO is flexible and can be employed in a variety of ways to handle semi-automated Web service composition. However, at its core PSO is a technique designed for continuous optimisation scenarios, whereas Web service composition is a discrete problem. The modifications discussed above make PSO compatible to a discrete problem, however they could impact the algorithm’s performance. **Artificial Bee Colony (ABC)** and other swarm intelligence approaches have also been applied to Web service composition [44], [48], [52], [55], [56], [63], [66], [87], [95]. The ABC algorithm simulates the behaviour of bees as they search for food sources. The position of food sources corresponds to candidate solutions in the search space, encoded as a service vector. The work in [44] employs ABC to a modified search space that presents the property of optimality continuity, meaning that the search space is transformed so that neighbouring solutions have similar objective values. The work in [95] employs the Group Leader Algorithm (GLA) to produce Web service composition solutions. This algorithm divides the population into
subgroups, each having a leading individual that influences the search behaviour of the others. Similarly to PSO, many of the other swarm intelligence approaches were originally designed for tackling continuous optimisation problems, so modifications are necessary to make them compatible to the discrete problem of Web service composition.

**Ant Colony Optimisation (ACO)** has also been proposed to solve the QoS-aware Web service composition problem [23], [25], [27], [29]–[31], [65], [127]. This technique performs a search directly on a constructed graph structure, based on the fundamental idea of an abstract workflow. Recall that each abstract service in an abstract workflow is associated with a pool of concrete Web services that may be used to provide the desired functionality. In this graph structure, each pool of candidates is represented as a layer that is fully connected to the layers of any following abstract services, so that an optimal path can be chosen from the edges laid out. This structure is built to be traversed by a group of ants (agents). At each fork in the graph, the ants choose which path to follow based on probabilities that take into account the strength of the pheromones left by other ants, and also a heuristic function for that particular graph. The graph structure provides an intuitive understanding of the combinatorial optimisation problem at hand, however a potential drawback of ACO are the memory requirements when building a graph structure for complex composition requests that involve many candidate services.

**Differential evolution** in a single-objective context is explored in [69], and in a multi-objective in [98], [99]. Differential evolution is a population-based method that works by visiting new points in the search space, calculating the difference between these new points and existing vectors with some degree of randomness. Each cell in the genotype corresponds to a given concrete service and stores a count specifying the number of instances where it has been included in the solution. Since the original differential evolution is suited to continuous search spaces but the composition problem is discrete, a new mutation operator is proposed. The fitness function checks for service-level agreement violations (i.e. min./max. objective constraint violations) and the distance from the best solution for service-level agreement violations (i.e. min./max. objective constraint violations). Differential evolution has been shown to be an efficient alternative to GA [99], though it requires a real-value vector representation and so it is not directly suitable to discrete optimisation problems.

**Other EC methods** have also been used to tackle Web service composition. For instance, Cuckoo search is employed in [22], [26], [122]. In [22], the composition process begins by creating a graph that models the potential connections between services in the repository. Nodes in this graph are clustered according to their functionality, creating pools of candidates, then cuckoo search is used to select which services from each cluster should be included in the composition. Cuckoo search has also been designed for continuous optimisation problems, so modifications are needed to make this algorithm applicable to the discrete domain. Immune Optimisation has also been employed [59], using metaphors such as the cloning of antibodies to preserve the diversity of the population throughout the evolutionary process. This approach is ideal for maintaining the diversity of the population, though the convergence speed may be affected as a result.

In summary, algorithms such as GA and ACO are naturally compatible with combinatorial optimisation problems, whereas algorithms such as PSO, ABC, and differential evolution were originally designed with continuous optimisation problems in mind – even though they still lead to promising results when adapted for combinatorial optimisation problems. Despite this, none of the algorithms in this section can directly be applied to address fully automated Web service composition.

### B. Fully Automated Web Service Composition

The idea of fully automated Web service composition, where the assumption of a predefined abstract workflow is removed, was also discussed previously. The various technical decisions on how to address the composition problem in a fully automated context are discussed herein.

**TABLE IV: Fully automated works grouped according to their candidate representations.**

<table>
<thead>
<tr>
<th>Tree-based</th>
<th>Graph-based</th>
<th>Permutation-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>[154], [155], [156], [157], [133], [134], [136], [139], [144], [137], [129], [130]</td>
<td>[135], [138], [142], [143], [140], [141], [146], [145], [122], [123], [124]</td>
<td></td>
</tr>
</tbody>
</table>

**1) Representation:** Different representation options have been investigated in a fully automated context, as shown by the fully automated works grouped by this aspect in Table IV.

**Tree-based** representations have been employed for fully automated Web service composition, and they have a number of important features. Firstly, they allow for the creation of compositions with variable lengths and configurations, reflected in the breadth and depth of the tree structure. Secondly, they allow for the inner and leaf nodes of the tree to adopt different meanings according to the representation scheme used. For example, in [129], [133], [134], [136], [137], [144], [154], [155], [157] inner nodes may be used to represent structural composition constructs while leaf nodes are used to represent candidate services included in the workflow. This, however, is not universally adopted, since there are also works where all nodes represent services and the connections between them implicitly capture the composition constructs [130], [139]. Finally, during the evolutionary process tree-based representations can be modified by genetic operators relatively simply, since it is possible to isolate changes to a given subtree within the overall structure. Despite these advantages, there may be multiple leaf nodes representing the same candidate service, and the dependencies with other nodes must be correct for all of them. This makes it more difficult to ensure the feasibility of a given solution.

Another fully automated alternative is to create **graph-based** solutions that can have their structure directly modified by genetic operators [138], [142], [143], which is done by taking into consideration the dependencies between services in the graph. The work in [135] constructs a master graph containing all the possible connections between the services in the workflow, which is then used as the basis for a search process that extracts a smaller feasible solution from within this structure. When compared to the tree representation, the
graph-based structure simplifies the process of verifying the functional correctness of a given solution, since each candidate service is represented by a single node only and the connections between nodes are explicitly represented. However, the modification of graph-based representations using genetic operators can be difficult, as removing any given node in the graph may impact a chain of successors.

Permutation-based representations have also been used in a fully automated context, and in this case they encode a sequence of services that are used to build a corresponding composition structure [140], [141], [145], [146]. When using this sequential representation, the optimisation is used to find the ordering of services that will lead to the workflow with the best possible quality. The works in [121], [124] also use a sequence of services, but without a decoding process. In [121] a service can either be atomic or composite. Composite services within the structure are represented as trees where the inner nodes represent composition constructs and the leaf nodes represent atomic services. In [83], [124] service sequences have a variable length. The work in [81] represents compositions as a two-dimensional structures of services, where rows denote abstract services and columns denote different quality levels. The use of permutation-based representations introduces the need for a decoding process, which is advantageous in separating the evolutionary mechanisms from the enforcement of functional correctness. This means that vectors can be modified in an unconstrained way by the search operators, since the decoding procedure ensures that the corresponding solution is feasible. However, the repeated use of the decoding procedure adds to the overall computational cost of the evolutionary process.

TABLE V: Fully automated works grouped according to their fitness evaluation strategy.

<table>
<thead>
<tr>
<th>Struct. info.</th>
<th>SAW</th>
<th>Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>[154], [155], [156], [157]</td>
<td>[133], [134], [136], [139], [144], [137], [135], [138], [142], [143], [140], [141], [146], [145], [122], [123]</td>
<td>[129], [124]</td>
</tr>
</tbody>
</table>

2) Fitness Function: The fitness functions discussed for the semi-automated approaches are also applicable to fully automated approaches, specifically those where the functional correctness of the solutions has already been ensured by other constraint mechanisms. However, it is also possible to employ fitness functions to encourage the production of feasible solutions by the optimisation process. The fully automated works grouped by this aspect are shown in Table V. Some works employ fitness functions that rely on the structural information of solutions rather than their QoS attributes. For instance, the work in [157] employs a fitness function that measures the matches between the outputs and inputs of connected services in the composition workflow. The work in [31] tackles the issues of Web services offered through multiple clouds, so the fitness of candidates is calculated according to the number of clouds used in a given solution. In [120], the length of a sequential encoding is measured, as well as the difference between the current and the known ideal solutions. The work in [121] measures the semantic matching between service inputs and outputs, as well as the correctness of the connections between the atomic services within a composite one. While this category of fitness function allows for correctness constraints to be considered, it cannot ensure that the result of the search process will be a feasible solution. Additionally, this type of fitness function does not support the optimisation of a solution’s QoS attributes.

TABLE VI: Fully automated works grouped according to their strategy for the enforcement of correctness constraints.

<table>
<thead>
<tr>
<th>Penal.</th>
<th>Constr.</th>
<th>Decoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>[137], [134], [136]</td>
<td>[154], [155], [156], [139], [144], [137], [129], [130], [135], [138], [142], [143], [122], [123]</td>
<td>[140], [141], [146], [145]</td>
</tr>
</tbody>
</table>

3) Constraint Handling: In a fully automated context the structure of the composition workflow may change, meaning that it is necessary to introduce a mechanism to enforce the correctness of candidates during the evolutionary process. The fully automated works grouped by this aspect are shown in Table IV. Certain works do so by applying a penalty function. The general idea in these cases is to initialise the population randomly and carry genetic operations out in an unconstrained manner. Then, in order to produce functionally correct solutions, candidates with an incorrect structure are penalised during the fitness evaluation process. The work in [157] penalises solutions based on their overall precision and recall, which are calculated according to how well the candidate inputs match those provided by the composition task and how well the candidate outputs match those required by the composition task, as well as taking into account the overall number of services for a given candidate. The work in [133] employs a penalty score that incorporates the results from black-box testing using automatically generated use cases, also taking into account the overlap between inputs and outputs of each solution’s subtrees. The works in [134], [136] penalise solutions based on how well their inputs are fulfilled by the available inputs, and how well their outputs fulfil the required outputs. The work in [124] encourages solutions that have a small number of services and that satisfy as many inputs as possible. Despite the simplicity afforded by the penalty function, which allows the population to be randomly initialised and unconstrained genetic operators to modify candidates, there are no guarantees that the evolutionary process will converge to a subset of entirely feasible solutions.

In contrast, other works employ constrained initialisation and operators to maintain the correctness throughout the evolutionary process. This means that candidates in the population are initialised to be functionally correct, and operators then ensure that the correctness of candidates is maintained. The work in [122] employs heuristics for generating an initial population that is feasible, and this feasibility is maintained by employing an improvement heuristic whenever operators result in infeasible solutions. Similarly, in [129], [130], [137]–[139], [142]–[144], [156] a special initialisation algorithm and genetic operators are employed to maintain the correctness of solutions. In [154], [155], the initialisation and operators are constrained using a context-free grammar. In [135] an
extraction algorithm is used to ensure that feasible solutions are identified from within a master graph structure. In [123], repair offspring are applied after breeding to ensure that the offspring solutions are feasible. Even though the constrained nature of the initialisation procedure and of the genetic operators adds complexity to the evolutionary process, this approach ensures that the solutions produced are functionally correct.

Finally, the concept of decoding is explored by a number of works [140], [141], [145], [146]. In these approaches, a decoding process ensures that the corresponding service workflow to a given encoded representation is functionally correct. The decoding works by building the workflow either from the given composition inputs to the desired outputs, or vice-versa. In the case of the forward decoding strategy, the workflow is built service by service, each time adding the next service whose inputs are entirely fulfilled by the already existing structure. This ensures that the completed composition is feasible. Thus, no other mechanism is necessary to ensure correctness, meaning that the population initialisation and genetic operators can be carried out in an unconstrained manner. This simplifies the evolutionary process, though the repeated decoding adds to the overall computational cost.

4) Algorithms and Operators: Certain algorithms remove the assumption that an abstract workflow has been provided, instead building a workflow at the same time the best possible services are selected. Genetic Programming (GP) dominates EC-based composition in a fully automated context [130], [133], [134], [136], [137], [144], [154], [155], [157]. In these approaches, workflow constructs are typically represented as the GP tree’s non-terminal nodes while atomic Web service are represented as the terminal nodes. In this context, workflow constructs represent the output-input connections between two services. The genetic operators employed for this evolutionary process are crossover, where two subtrees from two individuals are randomly selected and swapped, and mutation, where a subtree for an individual is replaced with a randomly generated substitute. The advantage of the tree representation is that it can be evolved using standard GP operators, but problems with slow convergence have been reported for unconstrained population-based composition methods [34]. An additional difficulty when tackling the problem of composition using GP is that the evolutionary process is typically carried out in an unconstrained way [158], meaning that even if all candidates in a population are functionally correct, there is no guarantee that subsequent generations will maintain this. The approaches discussed above handle this problem in one of two ways: by indirect constraint handling, where feasibility constraints are incorporated into the fitness function so that the optimal function value reflects the satisfaction of all constraints [157], [158], or by direct constraint handling, where the basic GP algorithm is adapted at the initialisation and genetic operation stages to ensure that the feasibility constraints are met [158].

Indeed, the tree representation of an underlying workflow composition may cause difficulties whenever constraint verification is necessary, since nodes with multiple constraint predecessors in the workflow may be replicated in independent branches of the corresponding tree in order to capture all parent-child relationships. This, in its turn, means that constraint checks must encompass all of these distinct nodes.

A grammar-based GP is proposed for Web service composition in [154], [155], [159]. This approach enforces functional correctness by generating the initial population according to a context-free grammar. A simple example of a grammar and a corresponding tree is shown in Figure 9. After the initial generation of candidates, any genetic operation to the trees is also guaranteed to maintain the functional correctness by checking that inputs and outputs match. Similarly, [156] proposes a technique in which all initial candidate compositions are functionally correct, and any subsequent candidates must also be functionally correct. This approach is more accurate than [155], since the latter may generate candidates that are functionally correct but do not relate to the original composition task, thus requiring the imposition of additional penalties by the fitness function. In the case of [156], on the other hand, all candidates in the population are guaranteed to be both functionally correct and also to fulfil the original task’s need. This is accomplished by utilising a greedy search algorithm that generates suitable composition candidates and subtrees during mutation.

A graph-to-tree translation is employed in [139], [156]. More specifically, compositions are obtained by using a constrained form of GP that ensures solutions are functionally correct at all stages of the evolution. The initial population is created by generating compositions in a graph form, then translating them into trees. These trees are then evolved using problem-specific mutation and crossover operators, with a fitness function that encourages the highest possible QoS values. While this approach considers both the functional correctness and the quality of solutions, the translation of graphs to trees may generate structures that are excessively large and thus consume large amounts of memory.

Graph-based GP, which structures candidates as graphs instead of trees, would be ideal for the problem of Web service composition, since dependencies between services could be encoded in an intuitive way. Even though variations of GP with graph candidates do exist, many of them have not been
employed in the Web service composition domain. The works in [138], [142], [143] propose a graph-based version of GP, as well as crossover and mutation operators that work based on the idea of partially destroying and reconstructing graph structures to modify candidate structures while maintaining their correctness. While this approach simplifies the verification of dependencies between services, the specialised operators are complex and care must be taken to prevent them from overly constraining the search process.

The Estimation of Distribution Algorithm (EDA) has also been applied to the composition problem [146]. In EDA, compositions are evolved using an explicit distribution model that is sampled and updated to improve the quality of the population. One of the advantages of EDA is that at the end of the optimisation process it produces a model containing information that gives a better understanding of the problem being tackled, however the algorithm can be quite sensitive to parameters such as the learning rate.

Hybrid approaches combine AI planning and optimisation techniques to solve the composition problem by producing solutions that are both functionally correct and present the best possible overall QoS [21], [22], [24], [38], [160], [161]. These hybrid approaches are quite similar to each other, relying on a directed acyclic graph as the base representation for a candidate solution, then applying optimisation techniques to this structure. Despite using planning techniques, they do not include any discussion on the issue of producing solutions that include the choice construct. Another commonality between these works is that they require the use of SAWSDL-annotated datasets for testing, which are not widely available to the research community and industry. Therefore, various researchers have developed their own datasets and utilised them as the benchmark with which to evaluate the success of their implementation. In [20] an approach that combines AI planning and an immune-inspired approach is used to perform fully automated QoS-aware Web service composition. One significant contribution of this work is the proposal of an Enhanced Planning Graph (EPG), which extends the traditional planning graph structure by incorporating semantic information such as ontology concepts. Given this data structure, the composition algorithm is used to select the best composition solutions from a set of candidates. The work in [21] proposes using a firefly meta-heuristic technique for performing Web service composition, in conjunction with an AI planning strategy that uses an EPG as the basis for solutions. These approaches handle both the production of functionally correct solutions and their optimisation, however the combination of techniques may increase their overall conceptual and computational complexity.

In summary, algorithms such as unconstrained GP and grammar-based GP evolve candidates using relatively simple operators but do not always produce solutions that fulfil the composition task, whereas techniques such as graph-to-tree translation, graph-based GP, and hybrid algorithms ensure that feasible solutions are produced but require more computationally expensive strategies in order to do so.

IV. TRENDS

The analysis of the works discussed in the previous section uncovers a number of interesting trends, some of which concern the chosen representation for composition solutions. The vector-based representation is by far the most popular one, with 72% of works surveyed. It has remained popular over the years (from 2005 to 2019), as seen in Figure 10, and perhaps its simplicity is the main attraction. The majority uses vectors of integers, though vectors of real numbers and binary vectors have also been explored. The tree-based representation has also been investigated over the years (from 2006 to 2019), though not as consistently as the vector-based approaches. While the trees investigated mainly use the inner nodes to represent the composition constructs and the leaf nodes to represent the atomic services in the composition, works alternate between using constrained initialisation and operators and random initialisation and operators for evolving the structure. This suggests that a robust way of evolving trees has not yet been identified. The investigation of the graph-based representation started somewhat later (from 2010). A number of graph alternatives are explored, each employing a different strategy for grouping concrete services that have the same functionality. Some group these services by layers, with one service representing each node, while others cluster all homologous services into a single functional cluster. A minority of graph-based approaches create structures without attempting to group the atomic services, which is more challenging but allows compositions to be carried out in a fully automated way. Finally, the permutation-based approach has also been occasionally used, though it is the least popular representation in the works surveyed.

Trends can also be observed over the years concerning the role of the fitness function in the evolutionary process. The simple additive weighting approach is the most popular (63.2% of works surveyed). This is likely the case due to its simplicity, as it provides a straightforward way of combining several quality measures into a single score. The measurements used can be QoS attributes, semantic information, or other characteristics of a composition. A fitness function calculated based on structural information has also been investigated. However, this approach is mostly used in association with an unconstrained tree-based structure, since it pressures the population into identifying structurally correct solutions. A fitness function based on a single QoS measure has rarely been investigated, likely because the additive weighting approach can be used just as easily most of the time. Finally, the independent optimisation of QoS scores in a multi or many-objective has also been popular in the past decade.

Other observed trends concern the strategies for ensuring the correctness constraints are met within a given composition. Specifically, approaches for meeting the correctness constraints of a given composition are connected with the representation chosen. An abstract workflow is used to constrain the structure of compositions for the great majority of works (81.6% of publications surveyed). These works either use vector-based representations or graph-based representations that group services according to their functionality. In contrast,
penalty schemes and constrained initialisation/operators are mostly used to ensure the correctness of compositions that are represented as trees. Specifically, the constrained scheme has been increasingly explored in the past 5 years. Finally, a decoding scheme has been proposed to allow fully automated composition using a permutation-based representation.

The choice of the algorithms employed for solving the Web service composition problem also reveal certain trends. In particular, genetic algorithms (GA) were a popular choice, no doubt influenced by the seminal GA-based work in [32]. Particle swarm optimisation gradually became a choice that has remained popular until the present day. Meanwhile, genetic programming was also employed throughout the entire period considered, though it was not as popular as the two previously discussed algorithms. In the subset of works investigated, ant colony optimisation had a peak in popularity for a short period of time, though it was also investigated outside of that period. Similarly to the trends observed for particle swarm optimisation, the use of multi-objective algorithms such as MOEA/D and NSGA-II has grown more recently.

V. Issues, Challenges, and Future Directions
A. Representation for Fully Automated Composition

The first open issue concerns the identification of a suitable candidate representation for fully automated Web service composition. According to the analysis, the only representation that has remained popular throughout the entirety of the period analysed is the vector-based representation applied in conjunction with an abstract workflow in order to ensure that the resulting composition is correct (i.e. semi-automated Web service composition) [32]–[34]. GP dominates the area of EC-based fully automated composition, with tree-based and graph-based representations repeatedly investigated in this context, but a consensus on the way to ensure the compositions produced using these structures are functionally correct has not been reached. Thus, the challenge in this case is to find a representation that successfully supports the creation of functionally correct solutions in a fully automated context. As trends show, there is currently no resolution on how to effectively employ EC optimise workflows while also exploring their structure. However, one line of research explores an encoded strategy for fully automated Web service composition that has promising characteristics [140], [141], [145], [146]. Specifically, this strategy employs a decoding procedure for translating a given candidate to its corresponding composition workflow, which creates a separation between the chosen optimisation process and the mechanism for ensuring the functional correctness of solutions. This separation, in its turn, allows for greater flexibility in the choice and design of optimisation algorithms, while also potentially preventing subpar performance due to overly constrained operators. However, the task of determining the most effective encoding strategy, as well as creating a more efficient decoding algorithm, remains open.

B. Interpretation of Results

Another issue is related to the interpretation and final selection of the results produced by the evolutionary process. Even though the structure of the solutions is generally straightforward to understand, the fitness results are not immediately clear. For instance, the single-objective optimisation using the simple additive weighting approach assigns a single overall score to each solution [32], [33], [78]. This score is a weighted combination of distinct QoS attributes, meaning that it is not easy to understand exactly how each QoS component influences the overall quality of the composition. This issue is somewhat addressed by multi-objective optimisation approaches, which produce a Pareto front that captures the independent impact of different QoS attributes on compositions [107], [111], [114]. However, it may be difficult to understand how significant the trade-offs are between different potential solutions, and which compositions should be favoured over others according to the requestor’s goals. Thus, the challenge in this case is to develop ways to analyse single-objective and multi-objective optimisation results with regards to their quality (i.e. fitness) in a way that can be readily interpreted. This could be accomplished by employing visualisation techniques to facilitate the interpretation and analysis of solutions, aiming to relate the obtained results to the original practical problem.

C. Searching Capability

The choice of operators to employ during the evolutionary process is also an open issue in the area, particularly for fully automated composition. The difficulty comes from the fact that Web service composition is a discrete and highly constrained problem, so its feasible search space is not necessarily organised in a smooth way [63]. That is, a given
composition may have a feasible neighbour that is similar in structure but presents significant differences in fitness, which complicates the optimisation process. Ideally, a neighbour for a given composition in the search space could be identified by performing a minimal modification to its existing structure. However, even small modifications may compromise the functional correctness of solutions, meaning that the identification of surrounding feasible neighbours for a composition is a difficult task. As a result, the genetic operators employed for the composition problem often perform significant changes to the structure of the compositions in order to preserve their correctness. Thus, the challenge in this case is to propose a definition of neighbourhood in the the context of fully automated Web service composition, designing operators that allow for the search to gradually navigate this landscape and effectively identify promising solutions. One existing strategy to address this is to translate the search space into a smooth landscape [63], which would improve the search efficacy.

D. Multi and Many-Objective Composition

In recent years, an increasing number of researchers have employed multi and many-objective techniques to independently optimise the quality of compositions. This has led to the performance of comparisons between the performance of different algorithms for multi-objective [99] and many-objective [162] composition. Both of these works consider the optimisation of individual QoS attributes as the objectives, assuming these attributes are conflicting. These comparisons provide insight within the context of semi-automated Web service composition, however such a comparative analysis has not been carried out in a fully automated context. Thus, the challenge in this case is carrying out a comparison between EC approaches applied to multi or many-objective and fully automated Web service composition, producing results that shed light on the most promising approaches. Another issue is that the previously mentioned comparisons assume that the relationships between the different QoS attributes considered are always conflicting, though the actual characteristics of the relationships between QoS attributes are not known. At a more fundamental level, no studies have been conducted on how the shift from semi-automated to fully automated composition impacts the behaviour of the multi or many-objective optimisation process. This challenge could be addressed by carrying out a comprehensive comparison of EC approaches in a multi-objective context, using a representative variety of representations. The analysis of the results would clarify the behavioural differences between single-objective and multi-objective composition, as well as lead to a greater understanding of how QoS attributes influence one another.

E. Problem Scalability

While smaller composition problems can be efficiently solved by many different techniques, larger problems may become difficult to handle for certain approaches. In the case of semi-automated composition, the workflow structure is already defined and the focus is on the selection of the best concrete service to fulfil each corresponding abstract service. As there is no need to explore a large number of possible workflow structures, no issues have been reported regarding problem scalability. On the other hand, in the case of fully automated composition, the need to explore several workflow structures in addition to the selection of services may lead to scenarios where the memory and computation cost is comparatively high. For example, if a graph-to-tree translation technique is employed when generating candidates for a genetic programming population, a large and densely connected graph may translate into a tree with an exponentially greater number of nodes, which raises the required computational memory and impacts the overall optimisation process. Thus, the challenge is to design composition approaches that effectively scale as the composition problem increases in complexity. To address this, attention should be paid to the compactness of the chosen representation and to the complexity of the genetic operators, as well as to the computational cost of the fitness calculation.

F. Dynamic Environments

The majority of the works discussed in this survey assume that the availability and other QoS aspects of a service remain constant once a composition solution is produced. Under this assumption, a solution may be created once and repeatedly reused. However, a more realistic assumption would be that the QoS of services fluctuates over time, with the possibility that certain services will occasionally become unavailable. In this case, solutions must be regularly updated to reflect these changes and provide users with satisfactory compositions at any given time. The challenge in this scenario is to find a balance between updating solutions as quickly as possible, thus minimising the users’ exposure to outdated compositions, and improving the overall solution quality as much as possible. To address this challenge, efficient self-healing techniques for addressing service failure should be developed, as well as employing online optimisation techniques to periodically improve the QoS of solutions.

G. Unsuitable Scenarios

Despite the advantages of EC techniques for Web service composition, they might not be fully applicable to all scenarios. The main example of this is when compositions are being created using small service repositories (e.g. fewer than 100 services). In this case, other techniques can be used for composition without the overhead incurred by the evolutionary process. For instance, linear programming may be used if an abstract workflow is already known. If it is not, AI planning could be used for determining possible structures, followed by a graph search to determine the alternative with best possible overall QoS attributes. Thus, the challenge in this case is to decide at which level of repository complexity EC becomes advantageous in comparison to these other methods. A systematic comparison of EC and other approaches could be carried out to determine this.

VI. Conclusions

This paper surveyed existing works that employ evolutionary computation for performing Web service composition.
Unlike previous surveys, which focus on a high-level analysis of approaches, this survey addressed the technical aspects of tackling service composition in an evolutionary way. In particular, four key aspects of works were discussed: the representation of candidates, the fitness evaluation scheme, the enforcement of correctness constraints, and the choice of evolutionary algorithms and operators. As the survey shows, EC methods are a main trend in Web service composition, with several approaches proposed both in semi-automated and in fully automated contexts. Namely, GA methods employing vector representations are most suitable to semi-automated composition scenarios, whereas GP methods and sequence-based encoded methods have produced the best results for fully automated compositions. While the issues and challenges associated with these methods have not yet been fully addressed, the analysis reveals that they have been increasingly investigated. For instance, the survey shows that an growing number of candidate representations have been considered for the composition problem, and that there is a growing number of works using of multi and many-objective optimisation techniques. Thus, it seems likely that current issues will eventually be overcome and that EC will further cement itself as an ideal strategy for Web service composition.
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