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Abstract—Genetic Programming Hyper-heuristic (GPHH) has been successfully applied to automatically evolve effective routing policies to solve the complex Uncertain Capacitated Arc Routing Problem (UCARP). However, GPHH typically ignores the interpretability of the evolved routing policies. As a result, GP-evolved routing policies are often very complex and hard to understand and trusted by human users. In this paper, we aim to improve the interpretability of the GP-evolved routing policies. To this end, we propose a new Multi-Objective GP (MOGP) to optimise the performance and size simultaneously. A major issue here is that the size is much easier to be optimised than the performance, and the search tends to be biased to the small but poor routing policies. To address this issue, we propose a simple yet effective Two-Stage GPHH (TS-GPHH). In the first stage, only the performance is to be optimised. Then, in the second stage, both objectives are considered (using our new MOGP). The experimental results showed that TS-GPHH could obtain much smaller and more interpretable routing policies than the state-of-the-art single-objective GPHH, without deteriorating the performance. Compared with traditional MOGP, TS-GPHH can obtain a much better and more widespread Pareto front.
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I. INTRODUCTION

The Capacitated Arc Routing Problem (CARP) [1] has broad real-world applications such as waste collection [2]. Theoretically, CARP has been proved to be NP-hard [3]. The problem aims to serve a set of required edges in a graph using a fleet of vehicles with minimum cost.

CARP has received much research interest, and there have been extensive studies for solving it [1], [3]. However, most of the previous studies consider that all the problem parameters (e.g., travel time) are fixed and known in advance. This assumption is usually not true in reality, where there are a lot of uncertainties. For example, in snow removal, the amount of snow to be removed on a street varies from one day to another, and cannot be exactly known in advance.

The Uncertain Capacitated Arc Routing Problem (UCARP) [4] was proposed to reflect the reality better, where the demands and travel costs are uncertain. Route failures, which is caused by the stochastic demand, is one of the main challenges in UCARP. When Route failures occur, the vehicle has to go back to the depot to replenish in the middle of the service, because the actual demand of a required edge is greater than expected, the remaining capacity of the vehicle is insufficient to complete the service. This will lead to huge recourse cost.

Traditional solution optimisation approaches, such as mathematical programming [5] and evolutionary algorithms [6], are less effective when applied to UCARP, due to the challenge of dealing with route failures. In general, they try to optimise a robust solution beforehand. When route failures occur, a recourse operator is applied to modify it. However, it is hardly possible to have a single robust solution that can fit all the environments. On the other hand, it is time-consuming to re-optimise the entire remaining solution from scratch on-the-fly.

Routing policy [7] is considered as a promising technique to deal with the uncertain environment in UCARP. Unlike other solutions optimisation approaches, a routing policy creates the solution based on the latest information on-the-fly. Specifically, whenever a vehicle becomes idle, it uses the routing policy to decide the next service. Routing policy has the capability to efficiently give responses to the environment change, and is much more flexible than traditional solution optimisation approaches, as it can provide different solutions based on different environments. Some existing constructive heuristics, such as Path Scanning [6], designed some effective routing policies manually.

The effectiveness of a routing policy largely depends on the scenario, the objective(s), and even the graph topology [8]. It is very time-consuming to manually design effective routing policy for a given problem scenario. To overcome this drawback, Genetic Programming Hyper-heuristic (GPHH) approaches have been applied to UCARP to automatically evolve routing policies [9]–[12].

In the real world, it is important for human users to understand and trust a routing policy. However, the existing studies on GPHH only focused on the effectiveness but ignored the interpretability. On the other hand, GP tends to continuously increase the size of its individuals, known as bloat [13]–[15]. As a result, the GP-evolved routing policies are typically very large and complex and hard to interpret.

A commonly used approach, which can improve the interpretability of the GP-evolved routing policies, is to minimise the complexity of the individuals along with the original objective(s). A simple measure of complexity is the size (number of nodes in the GP tree), as a smaller routing policy tends to be easier to interpret. Therefore, in this paper, we propose to solve the multi-objective UCARP, which is to optimise the performance and the size of the routing policy simultaneously.
When optimising the performance and size of the routing policies together, a major issue is that the size is much easier to be optimised than the performance. In other words, it is much easier to generate routing policies with small size than with good performance. Therefore, the population tends to contain a large number of small (but poor) routing policies. On the other hand, GP requires large individuals to explore the search space effectively. In this case, a traditional Multi-Objective GP (MOGP) tends to have many small routing policies in the population, and gradually loses its exploration ability. Bleuler [16] summarises two basic strategies, using a bias against small individuals and increasing the diversity in the population, which can deal with this problem. Strength Pareto Evolutionary Algorithm 2 (SPEA2) [16], which outperforms two basic strategies, is also applied to deal with this issue.

In this paper, we aim to address the above issue by proposing a simple yet effective Two-Stage GPHH (TS-GPHH). In TS-GPHH, the whole search process is divided into two stages. In the first stage, only the performance is considered, and the problem is solved as a single-objective optimisation. In the second stage, both the performance and the size are to be optimised based on the final population of the first stage. We expect the final population of the first stage can provide a simple yet effective Two-Stage GPHH (TS-GPHH). In two basic strategies, is also applied to deal with this issue.

Evolutionary Algorithm 2 (SPEA2) [16], which outperforms against small individuals and increasing the diversity in the population, which can deal with this problem. Strength Pareto Evolutionary Algorithm 2 (SPEA2) [16], which outperforms two basic strategies, is also applied to deal with this issue.

There are two kinds of failures, Route failure and Edge failure, may occur during the process because of the nature of the uncertainty of the environment. Route failure occurs when the actual demand of a task exceeds the remaining capacity of the vehicle. Edge failure occurs when the edge in the route becomes infeasible. Route failure can be repaired by a recourse operator. A typical recourse operator is that the vehicle goes back to the depot to refill and return to the failed task to complete the remaining service. Edge failure can be repaired by finding the shortest path (e.g., Dijkstra’s algorithm) under the current situation.

A solution to a UCARP instance sample is represented as $S = (S.X, S.Y)$. $S.X = \{S.X^{(1)}, \ldots, S.X^{(m)}\}$ is a set of vertex sequences, where $S.X^{(k)} = (S.x_{1}^{(k)}, \ldots, S.x_{L_{k}}^{(k)})$ stands for the $k$th route. $S.Y = \{S.Y^{(1)}, \ldots, S.Y^{(m)}\}$ is a set of continuous vectors, where $S.Y^{(k)} = (S.y_{1}^{(k)}, \ldots, S.y_{L_{k}-1}^{(k)})$ ($S.y_{L_{k}}^{(k)} \in [0, 1]$) is the fraction of demand served along the route $S.X^{(k)}$. For example, if $S.y_{2}^{(1)} = 0.7$, then $(S.x_{3}^{(1)}, S.x_{4}^{(1)})$ is a task and 70% of its demand is served at position 3 of the route $S.X^{(1)}$.

Under the above representation, the problem can be formulated as follows.

$$\min \ E_{\xi \in \Xi}[C(S_{\xi})], \quad (1)$$

s.t. $S_{\xi}.x_{1}^{(k)} = S_{\xi}.x_{L_{k}}^{(k)} = v_{0}, \ \forall k = 1, 2, \ldots, m \quad (2)$

$$\sum_{k=1}^{m} \sum_{i=1}^{L_{k}} S_{\xi}.y_{i}^{(k)} \times S_{\xi}.z_{i}^{(k)}(e) = 1, \forall e : d_{\xi}(e) > 0, \quad (3)$$

$$\sum_{k=1}^{m} \sum_{i=1}^{L_{k}} S_{\xi}.y_{i}^{(k)} \times S_{\xi}.z_{i}^{(k)}(e) = 0, \forall e : d_{\xi}(e) = 0, \quad (4)$$

$$\sum_{i=1}^{L_{k}-1} d_{\xi} \left( S_{\xi}.x_{i}^{(k)}, S_{\xi}.x_{i+1}^{(k)} \right) \times S_{\xi}.y_{i}^{(k)} \leq Q, \forall k = 1, \ldots, m, \quad (5)$$

$\left( S_{\xi}.x_{1}^{(k)}, S_{\xi}.x_{L_{k}+1}^{(k)} \right) \in E, \quad (6)$

$S_{\xi}.y_{L_{k}}^{(k)} \in [0, 1], \quad (7)$

where in Eqs. (3) and (4), $S_{\xi}.z_{i}^{(k)}(e)$ equals 1 if $\left( S_{\xi}.x_{i}^{(k)}, S_{\xi}.x_{i+1}^{(k)} \right) = e$, and 0 otherwise. Eq. (1) is the objective function, which is to minimise the expected total cost $C(S_{\xi})$ of the solution $S_{\xi}$ in all possible environments $\xi \in \Xi$. Eq. (2) indicates that in all $S_{\xi}$, the routes start and end at the depot. Eqs. (3) and (4) mean that each task is served exactly once (the total demand fraction served by all vehicles is 1), while each non-required edge is not served. Eq. (5) is the capacity constraint, and Eqs. (6) and (7) are the domain constraints of $S_{\xi}.X$ and $S_{\xi}.Y$.

B. Related Work

The CARP is a classical combinatorial optimisation problem. Extensive researches have been made on it. Golden and Wong [5] developed an integer linear programming model and solved it using branch-and-cut. However, this approach can only solve small instances. Tabu search [17], [18] approach
was proposed for static CARP for improvement. After that, Genetic Algorithm [19] and Memetic Algorithms [6], [20], [21] were proposed to solve the problem better. Lacomme et al. [22] proposed an ant colony schema, and Doerner et al. [23] developed an ant colony optimization. All these studies make great contributions to CARP. However, they are not applicable to UCARP directly. The reason is that they are not able to deal with the route failure effectively.

The proactive approaches [24]–[26] and the reactive approaches [9]–[11] are two main types of approaches for solving UCARP. The main idea of proactive approaches is to find robust solutions that can handle all the possible realizations of the random variables. In contrast, reactive approaches mainly focus on using GPHH to evolve routing policies which construct the solution gradually in real time.

Weise et al. [27] first proposed a GPHH for UCARP with a single vehicle and examined its performance. Liu et al. [9] designed a novel and effective meta-algorithm which filters irrelevant candidate tasks during the decision-making process and achieved better performance than the GPHH in [27]. After that, Mei et al. [11] extended the model from single-vehicle to multiple-vehicle version, so that the solution can be generated with multiple vehicles on the road simultaneously. A novel task filtering method and an effective look-ahead terminal were proposed by MacLachlan et al. [10] to improve the GPHH further.

When evolving routing policies by GPHH, the interpretability of the evolved routing policies is an important aspect to guarantee the confidence of the users. However, the current GPHH approaches cannot achieve satisfactory interpretability. As discussed in Section I, the reason why routing policies evolved by GPHH is hard to interpret is because of GP tends to generate larger trees. Tree size control is regarded as a good approach to reduce the structural complexity of GP so that we can have more interpretable routing policies. So it is wise to find some methods that can control the tree size.

The most common and straightforward way to control tree size is to limit the tree size or depth directly [28]. However, there are two limitations to this method. First, the diversity near the root node would be decreased when used with crossover [29]. Second, it is difficult to set a reasonable limit for size or depth [13]. To this end, a penalty term is added to fitness function. This penalty term is used to reward those trees with smaller size and penalize those trees with a larger size. However, this approach also has its own limitations. First, the weights of the penalty term and the fitness have to be predefined. Second, a linear weighted sum of two objectives prefers individuals that perform very well in one of the objectives rather than individuals that perform fair well in both objectives when the trade-off surface is concave. [14]. The reason is that it is difficult to find a weight value that can perfectly balance the original fitness and size of individuals for the whole objective space [30]. Multi-objective optimisation approach has been considered as an effective approach to control the tree size [13]. The multi-objective optimisation approach does not have to predefined any aggregation functions to combine those objective values and find a set of solutions that each solution can satisfy different objectives. There are multiple multi-objective optimization approaches such as SPEA2 [13] and NSGA-II [31] that can be applied to control tree size. However, there is one problem that is using a small tree size as an objective. It can result in premature convergence to small individuals [14], [32]. This problem can be partially addressed by Preference-Based EMO approach [33], [34]. However, to our knowledge, Preference-Based EMO only focuses on some specific regions of the Pareto front, such as the region with good performance and large size. As a result of using Preference-Based EMO, we may still get a small portion of the Pareto front in the preferred region. However, our goal is still to cover the entire Pareto front as much as possible, which in this case cannot be easily achieved by the traditional EMO algorithms. Bleuler [16] summaries two basic strategies that can deal with this problem using MOEA. First, using a bias against small individuals [35], [36]. Second, increase the diversity in the population [14], [37], [38]. Bleuler [13] also applies Pareto-based strategies to GP to deal with this issue on a even-parity problem.

In this paper, we aim to propose a novel TS-GPHH approach that uses performance and size as two objectives. Besides that, TS-GPHH is expected to avoid premature convergence to small individuals so that we can have compact and effective routing policies.

III. TWO-STAGE MULTI-OBJECTIVE GENETIC PROGRAMMING

A. Overall Framework

The overall framework of TS-GPHH is given in Algorithm 1. It consists of two stages. The first stage (lines 3–12) is from generation 0 to generation $G/2$, i.e. half of the entire search process. It is a standard single-objective GP, where the elitism (line 6) and parent selection (line 8) are based on the single objective value (i.e. the total cost (performance)).

The second stage (lines 13–22) is a multi-objective GP. It is almost the same as the first stage, except the elitism (line 16) and parent selection (line 18) are based on both objective values (performance and size). However, it is quite different from NSGA-II which uses random selection to select parents, and combines two populations and select the individuals by non-dominated sorting. NSGA-II is too greedy for our problem. So we still keep the selection of GP, a simple multi-objective tournament selection. Specifically, given $k$ randomly selected individuals, the non-dominated individual is selected to be the parent. If there are multiple non-dominated individuals, the first one identified during the comparison is selected. The multi-objective elitism mechanism of our approach will be described in more detail in Section III-D. Finally, the non-dominated routing policies in the population is returned.

B. Individual Representation

In TS-GPHH, each routing policy is essentially an arithmetic priority function. The routing policy is applied in a solution construction process, which is modelled as a decision
Algorithm 1: The overall framework of TS-GPHH.

Input: Training set $\mathcal{I}_{\text{train}}$, number of generations $G$, number of elites $k$

Output: A set of routing policies $\mathcal{R}\mathcal{P}$

1. initialise the population $pop$
2. $g = 0$
3. // stage 1: single-objective
4. while $g < G/2$ do
5.  randomly sample a training subset $I' \subseteq \mathcal{I}_{\text{train}}$
6.  evaluate $pop$ using $I'$
7.  the next population $pop'_1 = \text{so-elites}(pop, k)$
8.  while $|pop'| < \text{popsize}$ do
9.   Breed $pop'$ using single-objective parent selection and genetic operators;
10.  $g = g + 1$
11. end
12. $pop = pop'_1$
13. end

// stage 2: multi-objective
14. while $g < G$ do
15.  randomly sample a training subset $I' \subseteq \mathcal{I}_{\text{train}}$
16.  evaluate $pop$ using $I'$
17.  the next population $pop'_1 = \text{mo-elites}(pop, k)$
18.  while $|pop'| < \text{popsize}$ do
20.  $g = g + 1$
21. end
22. $pop = pop'_1$
23. return the non-dominated routing policies in $pop$

making process. During the process, the vehicles serve a task at a time. Once a vehicle is idle, the routing policy is applied to all the unserved tasks to calculate the priority of each unserved task. Then, the most prior feasible task will be selected to serve next. For example, a priority function is “SC + DEM”, then the routing policy prefers tasks that require less serving cost and demand. The process completes when all the tasks have been served, and the routes of the vehicles are returned as the solution constructed by the routing policy.

C. Fitness Evaluation

The fitness evaluation requires to calculate the size and performance of a routing policy. Given a routing policy $x$, the size($x$) can be simply calculated by counting the number of nodes in the tree. The performance measure is defined as the average solution quality (i.e. total cost) generated by $x$ over a set of instance samples $\mathcal{I}$. Specifically,

$$ perf(x) = \frac{1}{|\mathcal{I}|} \sum_{I \in \mathcal{I}} tc(x, I), $$

where $|\mathcal{I}|$ is the number of instance samples. $tc(x, I)$ stands for the total cost of the solution obtained by $x$ on sample $I$.

In Algorithm 1, we randomly re-sample a subset of training instances for the fitness evaluation (lines 4 and 14). Such instance rotation has been commonly used in other studies [9], [39] and has been demonstrated to be able to improve the generalisation of the evolved solutions.

D. Elitism

Elitism is very important for multi-objective optimisation. A typical elitism mechanism in evolutionary multi-objective optimisation is to combine the parent and offspring populations and select the next population from the combined population (e.g. NSGA-II [31]). However, our preliminary study shows that such selection is too greedy for GP, making it easier to get stuck in poor local optima. To maintain a good tradeoff between exploration and exploitation in the second stage of TS-GPHH, we still inherit the standard single-objective GP process, which copies only a small portion of elites from the parent population.

1) so-elites: In the single-objective case, the elitism in GP copies the top $n$ ($n \ll \text{popsize}$) individuals to the next generation in terms of the single objective value.

2) mo-elites: The elitism in the multi-objective case is designed based on the dominance relation. Specifically, we sort the individuals using the non-dominated sorting [31] and select the top fronts one by one. When copying each front, we consider two options: (1) with duplicates and (2) without duplicates. It simply adds the fronts into the elite set one by one until the elite set is full. The only difference between with duplicates and without duplicates is that before adding each front, it removes the duplicates (the individuals with the same performance and size) from the front.

IV. EXPERIMENTAL STUDIES

To evaluate the performance of the proposed approach, we test them on a number of UCARP instances. For the sake of convenience, we denote the TS-GPHH with different elitism mechanisms as follows: TS-GPHH-d (using so-elites(performance) in stage one and mo-elites with duplicates in stage two), TS-GPHH-n (using so-elites(performance) in stage one and mo-elites without duplicates in stage two) and TS-GPHH-s (using so-elites(performance) in both stage one and stage two). We compare these three algorithms with the SimpleGP [11], which evolves a single routing policy using GPHH, traditional NSGA-II which simply use performance and size as two objectives, and Two-Stage NSGA-II (TSNSGA-II) which optimises single objective (performance) stage one and optimises both objectives in stage two.

A. Experiment Setup

8 representative UCARP instances are selected from the commonly used Ugdb and Uval datasets [9]–[11] to evaluate the performance of the proposed approach. For each instance, the problem size may vary from 22 tasks and 5 vehicles (small) to 97 tasks and 10 vehicles (large). In this way, the performance of the proposed approach can be evaluated in
different scenarios. There are two phases for each UCARP instance and each algorithm in the experiment, training and test phases. In the training phase, a routing policy is generated based on the training set $T_{\text{train}}$. During the training phase, all the algorithms use 5 training samples during the evaluation. The 5 training samples will be re-sampled in each generation. In the test phase, the routing policy will be tested on an unseen test set, which contains 500 test samples that can avoid testing bias.

In the experiments, the function set is $\{+,-,\times,/,\min,\max\}$. The ‘/’ operator is protected divide which returns 1 if divided by 0. In addition, the terminal set is shown in Table I.

The total number of generations for all the compared algorithms is 50. The population size for all the compared algorithms is 1000. For the initialisation, ramp-half-and-half initialisation is used. The ratio of crossover to mutation to reproduction is 0.8 : 0.15 : 0.05. For NSGA-II, the tournament selection size is 2. For all other algorithms, the tournament selection size is 7. The maximal depth is 8, which has been commonly used in previous studies (e.g., [9]). Elitism size for all compared approaches is 10 except NSGA-II. There is no elitism parameter for NSGA-II approach.

Evolutionary Computation Java (ECJ) package [40] is applied to implement all the algorithms. Each algorithm was run 30 times independently for each UCARP instance.

B. Results and Discussions

For the value of HV, the larger the better. The Wilcoxon rank sum test with a significance level of 0.05 is used to verify the performance of the proposed approaches. For each +, − and = in parentheses refer the Wilcoxon rank sum test significance between each approach and NSGA-II.

Table II shows mean and standard deviation of HV of compared approaches. It can be seen that TS-NSGA-II significantly outperforms NSGA-II on all instances. TS-GPHH-d significantly outperforms NSGA-II on 7 out of the total 8 instances. Both TS-GPHH-n and TS-GPHH-s significantly outperforms NSGA-II on all instances. This indicates the effectiveness of the two-stage mechanism.

Table III shows the pairwise comparison results between the algorithms. In the table, each entry is represented in W-D-L format. W (L) indicates the number of instances where the row approach performs significantly better (worse) than the column approach. D indicates the number of instances where the two approaches showed no significant difference. From the table, we can see that TS-GPHH-n obtained the best HV over all the compared algorithms on almost all the instances. Both TS-GPHH-n and TS-GPHH-s can generate better Pareto fronts than NSGA-II and TS-NSGA-II.

Note that IGD is another important EMO performance measure. Due to the page limit, we omit the comparison of IGD here, as we observed consistent patterns with HV.

In this study, performance is the primary objective. Thus, we took the routing policies with the best performance obtained by the compared algorithms and compare their performance and size. The results are shown in Tables IV and V, respectively.

From Table IV, one can see that NSGA-II performs worse than SimpleGP on all instance. This is as expected since NSGA-II cannot handle the challenge of premature convergence on smaller individuals. Both TS-NSGA-II and TS-GPHH-d perform better than NSGA-II. However, they are still slightly worse than SimpleGP on all instances. TS-GPHH-n performs slightly worse than SimpleGP on 6 out of total 8 instances and achieves comparable performance with SimpleGP on Ugdb2 and Ugdb8. TS-GPHH-s performs best among all compared algorithms, and it obtains comparable performance with SimpleGP on all instances. This indicates that TS-GPHH-s can evolve smaller (shorter) routing policies without losing performance.

Table V shows that all the compared approaches can evolve much smaller routing policies than SimpleGP. This indicates that using size as an objective can reduce routing policy size effectively. NSGA-II achieves the smallest size on all instances, although it has the problem of premature convergence to small individuals (shown in Table IV). TS-GPHH-d evolves individuals of similar size with TS-NSGA-II. However, TS-GPHH-d obtains better performance than TS-NSGA-II. This indicates that the TS-GPHH approaches have the ability to find good individuals with smaller size. Both TS-GPHH-n and TS-GPHH-s obtain better mean performance than TS-GPHH-d, and their mean size is also larger than TS-GPHH-d. TS-GPHH-s obtains the greatest mean size among all three proposed approaches. This is as expected, TS-GPHH-s regards individual with better performance as elites. Usually, larger individuals are more likely to achieve better performance. So there will be much larger individuals in the population than the other two approaches. In this case, TS-GPHH-s obtains better performance than other compared approaches.

Overall, the proposed TS-GPHH can generate better Pareto fronts than NSGA-II. Besides that, with a proper elitism mechanism, it can achieve much smaller rule size than SimpleGP with comparable performance.
TABLE II: The mean and standard deviation for HV of the compared algorithms in test process. For each method, (+), (-) and (=) indicates it is significantly higher (better) than, lower (worse) than, and comparable with NSGA-II.

<table>
<thead>
<tr>
<th>Instance</th>
<th>NSGA-II</th>
<th>TS-NSGA-II</th>
<th>TS-GPHH-d</th>
<th>TS-GPHH-n</th>
<th>TS-GPHH-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ugdb1</td>
<td>0.67(0.09)</td>
<td>0.73(0.08) (+)</td>
<td>0.66(0.14) (-)</td>
<td>0.79(0.08) (+)</td>
<td>0.77(0.09) (+)</td>
</tr>
<tr>
<td>Ugdb2</td>
<td>0.81(0.03)</td>
<td>0.85(0.05) (+)</td>
<td>0.84(0.05) (+)</td>
<td>0.88(0.04) (+)</td>
<td>0.86(0.05) (+)</td>
</tr>
<tr>
<td>Ugdb8</td>
<td>0.81(0.05)</td>
<td>0.83(0.06) (+)</td>
<td>0.82(0.07) (+)</td>
<td>0.86(0.05) (+)</td>
<td>0.86(0.08) (+)</td>
</tr>
<tr>
<td>Ugdb23</td>
<td>0.84(0.03)</td>
<td>0.86(0.04) (+)</td>
<td>0.87(0.04) (+)</td>
<td>0.89(0.03) (+)</td>
<td>0.90(0.03) (+)</td>
</tr>
<tr>
<td>Uval9A</td>
<td>0.67(0.07)</td>
<td>0.78(0.07) (+)</td>
<td>0.80(0.07) (+)</td>
<td>0.81(0.04) (+)</td>
<td>0.78(0.05) (+)</td>
</tr>
<tr>
<td>Uval9D</td>
<td>0.66(0.08)</td>
<td>0.76(0.06) (+)</td>
<td>0.76(0.11) (+)</td>
<td>0.81(0.06) (+)</td>
<td>0.80(0.06) (+)</td>
</tr>
<tr>
<td>Uval10A</td>
<td>0.65(0.09)</td>
<td>0.75(0.08) (+)</td>
<td>0.86(0.06) (+)</td>
<td>0.87(0.06) (+)</td>
<td>0.81(0.13) (+)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>0.58(0.15)</td>
<td>0.72(0.11) (+)</td>
<td>0.73(0.1) (+)</td>
<td>0.78(0.09) (+)</td>
<td>0.77(0.1) (+)</td>
</tr>
</tbody>
</table>

TABLE III: The WDL table for the pairwise comparisons between the algorithms in terms of HV.

<table>
<thead>
<tr>
<th>Approach</th>
<th>NSGA-II</th>
<th>TS-NSGA-II</th>
<th>TS-GPHH-d</th>
<th>TS-GPHH-n</th>
<th>TS-GPHH-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>0-0-8</td>
<td>1-0-7</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-0-8</td>
</tr>
<tr>
<td>TS-NSGA-II</td>
<td>8-0-0</td>
<td>4-0-4</td>
<td>0-0-8</td>
<td>2-0-6</td>
<td></td>
</tr>
<tr>
<td>TS-GPHH-d</td>
<td>7-0-1</td>
<td>4-0-4</td>
<td>0-0-8</td>
<td>2-0-6</td>
<td></td>
</tr>
<tr>
<td>TS-GPHH-n</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>3-0-3</td>
<td></td>
</tr>
<tr>
<td>TS-GPHH-s</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>6-0-2</td>
<td>1-0-7</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: The mean and standard deviation for test performance of the compared algorithms. For each method, (+), (-) and (=) indicates it is significantly lower (better) than, higher (worse) than, and comparable with SimpleGP.

<table>
<thead>
<tr>
<th>Instance</th>
<th>SimpleGP</th>
<th>NSGA-II</th>
<th>TS-NSGA-II</th>
<th>TS-GPHH-d</th>
<th>TS-GPHH-n</th>
<th>TS-GPHH-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ugdb1</td>
<td>355.4(14.8)</td>
<td>373.2(9.8) (-)</td>
<td>366.5(9.0) (-)</td>
<td>372.6(16.9) (-)</td>
<td>359.4(9.7) (-)</td>
<td>356.4(10.7) (=)</td>
</tr>
<tr>
<td>Ugdb2</td>
<td>371.7(7.6)</td>
<td>392.8(6.5) (-)</td>
<td>384.0(11.5) (-)</td>
<td>382.7(13.6) (-)</td>
<td>375.9(8.9) (=)</td>
<td>372.0(9.1) (=)</td>
</tr>
<tr>
<td>Ugdb8</td>
<td>463.3(54.3)</td>
<td>476.3(15.1) (-)</td>
<td>468.6(19.1) (-)</td>
<td>471.0(21.0) (-)</td>
<td>457.9(15.7) (=)</td>
<td>452.0(23.0) (=)</td>
</tr>
<tr>
<td>Ugdb23</td>
<td>252.4(3.1)</td>
<td>260.2(2.9) (-)</td>
<td>258.2(4.1) (-)</td>
<td>257.0(4.0) (-)</td>
<td>254.9(3.5) (=)</td>
<td>253.0(3.3) (=)</td>
</tr>
<tr>
<td>Uval9A</td>
<td>335.1(3.8)</td>
<td>351.3(6.0) (-)</td>
<td>341.1(6.8) (-)</td>
<td>338.7(5.2) (-)</td>
<td>337.9(3.4) (=)</td>
<td>336.7(4.6) (=)</td>
</tr>
<tr>
<td>Uval9D</td>
<td>478.1(16.6)</td>
<td>522.7(17.4) (-)</td>
<td>500.7(14.7) (-)</td>
<td>498.7(25.8) (-)</td>
<td>489.4(15.5) (=)</td>
<td>480.7(10.1) (=)</td>
</tr>
<tr>
<td>Uval10A</td>
<td>439.4(5.9)</td>
<td>460.0(7.0) (-)</td>
<td>451.1(6.9) (-)</td>
<td>441.2(5.8) (-)</td>
<td>441.0(4.5) (=)</td>
<td>442.0(10.9) (=)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>620.9(7.9)</td>
<td>668.9(24.0) (-)</td>
<td>644.7(19.0) (-)</td>
<td>638.0(16.9) (-)</td>
<td>631.5(16.4) (=)</td>
<td>624.2(8.6) (=)</td>
</tr>
</tbody>
</table>

TABLE V: The mean and standard deviation for size of routing policies of the compared algorithms.

<table>
<thead>
<tr>
<th>Instance</th>
<th>SimpleGP</th>
<th>NSGA-II</th>
<th>TS-NSGA-II</th>
<th>TS-GPHH-d</th>
<th>TS-GPHH-n</th>
<th>TS-GPHH-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ugdb1</td>
<td>74.6(23.84)</td>
<td>10.0(3.99)</td>
<td>12.13(9.41)</td>
<td>11.47(10.85)</td>
<td>15.6(10.45)</td>
<td>30.53(18.02)</td>
</tr>
<tr>
<td>Ugdb2</td>
<td>71.93(23.79)</td>
<td>6.93(3.08)</td>
<td>16.27(12.83)</td>
<td>17.93(15.27)</td>
<td>22.27(10.78)</td>
<td>38.33(19.8)</td>
</tr>
<tr>
<td>Ugdb8</td>
<td>65.47(24.33)</td>
<td>7.07(3.08)</td>
<td>16.07(20.08)</td>
<td>15.93(24.01)</td>
<td>22.6(15.94)</td>
<td>42.27(36.62)</td>
</tr>
<tr>
<td>Ugdb23</td>
<td>56.93(25.22)</td>
<td>8.27(3.66)</td>
<td>14.6(13.35)</td>
<td>14.8(12.15)</td>
<td>21.67(13.8)</td>
<td>31.3(19.5)</td>
</tr>
<tr>
<td>Uval9A</td>
<td>62.09(7.9)</td>
<td>668.9(24.0) (-)</td>
<td>644.7(19.0) (-)</td>
<td>638.0(16.9) (-)</td>
<td>631.5(16.4) (=)</td>
<td>624.2(8.6) (=)</td>
</tr>
<tr>
<td>Uval10A</td>
<td>60.47(18.59)</td>
<td>8.07(3.46)</td>
<td>15.27(10.42)</td>
<td>16.53(8.06)</td>
<td>19.33(15.34)</td>
<td>30.0(21.22)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>65.33(14.35)</td>
<td>8.93(3.46)</td>
<td>11.4(5.39)</td>
<td>19.33(15.34)</td>
<td>23.0(11.5)</td>
<td>35.0(21.22)</td>
</tr>
</tbody>
</table>

C. Further Analysis

In Fig. 1, we plot the routing policies evolved by SimpleGP and all the non-dominated routing policies from each compared approach for Ugdb1 and Uval10D. It can be seen that all routing policies from SimpleGP locate on the right-bottom corner. This indicates that SimpleGP can only evolve large and complex routing policies with good performance. All the routing policies evolved by NSGA-II are located on the left-top corner on all instances. This indicates that NSGA-II has the problem of premature convergence to small but poor routing policies. The three versions of the proposed TS-GPHH algorithm have better distributions than both SimpleGP and NSGA-II. It can be seen that TS-NSGA-II has better distribution than NSGA-II. However, its distribution is still not as good as the TS-GPHH approaches since there is still a limitation of TS-NSGA-II that it is hard to maintain a good tradeoff between exploration and exploitation in the second stage. TS-GPHH-n and TS-GPHH-s have a similar distribution and evolve smaller routing policies with similar performance with SimpleGP. This is because both approaches can inherit routing policies with good performance from generation to generation. To gain further understanding of the compared approaches, we plot the movement of the non-dominated routing policies every 10 generations for compared algorithms on Ugdb1. It is shown in Fig. 2. From Fig 2a, it can be seen that NSGA-II rarely evolve large routing policies during its evolution process. Since the size is much easier to be optimised than performance, all non-dominated routing policies have small sizes. The evolution process converges to small size at the beginning. Although TS-NSGA-II also converges to small
size, it still inherits some useful subtrees that can increase performance from stage one. However, TS-NSGA-II loses some important routing policies which can achieve better performance since the evolution process of the second stage of TS-NSGA-II is too greedy. One interesting observation is that all three TS-GPHH approaches make non-dominated routing policies diverse and cover more area on the map. This is as expected. Different elitism mechanisms lead to different inheritance relationships from the previous generation. It can be seen from Fig. 2c, Fig. 2d and Fig. 2e that the non-dominated routing policies lose performance which inherits from stage one gradually in stage two in TS-GPHH-d. This is improved in TS-GPHH-n since we removed duplicates from the elites. Many duplicates of small individuals make it harder to inherit good performance from the previous generation. We can see that TS-GPHH-s rarely lose performance in the whole evolution process. This is because it will inherit all routing policies with good performance which means that individuals with good performance will not be lost.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes a simple yet effective Two-Stage GPHH algorithm, and apply it with different elitism mechanisms, to evolve effective and interpretable routing policies for solving UCARP. The experimental results showed that with a more sophisticated control on the balance between the two objectives, the proposed TS-GPHH algorithm is able to evolve much smaller and thus more interpretable routing policies without losing the test performance. This demonstrates that our proposed approach can handle the challenge in the multi-objective optimisation that when the size is much easier to be optimised than the performance. In the future, we will consider
improving elitism mechanisms to enhance the effectiveness of the evolved routing policies further. In addition, we will consider different dominance criteria that can better balance the tradeoff between performance and size.
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