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Abstract—The Uncertain Capacitated Arc Routing Problem (UCARP) is a very important problem which has many real world applications. Genetic Programming Hyper-heuristic (GPHH), which can automatically evolve effective routing policies, is considered as a promising technique that can handle UCARP effectively. However, GP-evolved routing policies are often very complex and hard to be understood and trusted by human users. In this paper, we aim to improve the interpretability of the GP-evolved routing policies by reducing the size of the GP-evolved routing policies since smaller routing policies tend to be easier to understand. We propose a new Multi-Objective GP (MOGP) to optimise the performance (total cost) and size simultaneously. One main challenge is that the size is much easier to be optimised than the performance. Thus, the population tends to be biased to the small but poor routing policies and quickly lose the ability of exploration. To address this issue, we propose a MOGP approach with $\alpha$-dominance strategy ($\alpha$-MOGP) which can balance the tradeoff between performance and individual size. The experimental results showed that $\alpha$-MOGP could obtain much smaller routing policies than the state-of-the-art single-objective GPHH, without deteriorating the performance. Compared with traditional MOGP, $\alpha$-MOGP can obtain a much better and more widespread Pareto front.

I. INTRODUCTION

The Capacitated Arc Routing Problem (CARP) [1] is a traditional combinatorial optimisation problem, which has been proved to be NP-hard [2]. To better reflect the reality, Uncertain Capacitated Arc Routing Problem (UCARP) [3] was proposed. One of the main challenges in UCARP is Route failures. A Route failure occurs when the actual demand of an edge that needs to be served exceeds the expected demand. The remaining capacity of the vehicle becomes insufficient to serve the edge. The vehicle has to go back to the depot to refill and come back again. This leads to a considerable recourse cost.

Traditional optimisation approaches, such as mathematical programming [1] and evolutionary algorithms [4], are not directly applicable to UCARP since they cannot deal with route failures effectively. Typically, they try to optimise a robust solution beforehand. However, it is hard to optimise a single robust solution that is suitable for all the environments. The pre-planned solution must be re-optimised when route failures occur. Traditional optimisation approaches can hardly adjust the solutions effectively on-the-fly due to their high computational cost.

Routing policy [5] is considered as a promising technique that can handle the uncertain environment in UCARP effectively. Comparing with other solutions optimisation approaches, using a routing policy does not need to optimise a solution beforehand. It can respond to the uncertain environment immediately. A routing policy works as a heuristic that helps a vehicle to determine which task to serve once it becomes idle [5]. It can construct different solutions based on different environments. There are some manually designed routing policies (Path Scanning [4]) based on some existing constructive heuristics.

Many factors can affect the effectiveness of the manually designed routing policy, such as the scenario, the objective(s), and the graph topology [6]. In response to this issue, Genetic Programming Hyper-heuristic (GPHH) approaches have been applied to UCARP to automatically evolve routing policies [7], [8], [9], [10]. However, the routing policies evolved by GPHH are usually too complex to interpret.

The interpretability of the GP-evolved routing policies can be improved by reducing the complexity of the individuals. An intuitive measure for complexity is the size, i.e. the number of nodes in the GP tree since smaller routing policies tend to be easier to interpret. In this paper, we propose a novel multi-objective GPHH, which optimises the performance (total cost) and the individual size of the routing policy simultaneously.

The main challenge for optimising both the performance and the individual size using multi-objective GP is that the size is much easier to be optimised than the performance. It is much easier to generate routing policies with small size than with good performance. As the evolutionary process continues, the population will be filled up with small (but poor) routing policies gradually. However, the evolutionary process requires large routing policies to maintain the ability of exploration. To handle the above issue, Bleuler [11] summarises two basic strategies, using a bias against small individuals and increasing the diversity in the population. Besides that, Bleuler [11] propose a Strength Pareto Evolutionary Algorithm 2 (SPEA2) algorithm to deal with the issue further. However, to our
preliminary work, SPEA2 does not work well in UCARP since it is hard to maintain the diversity of the population in a dynamic and stochastic problem. The population will still be taken over by small individuals. α dominance strategy [12] has the potential to handle the above issue of one objective is much easier to optimise than the other since it sets tradeoff rates between objectives in the dominance area.

In this paper, we aim to evolve more compact and interpretable routing policies by using the MOGP approach with α dominance strategy (α-MOGP). We expect that the α-MOGP approach can deal with the issue of losing the ability of exploration while the size is much easier to be optimised than the performance. On the other hand, we expect that it can evolve more compact and interpretable routing policies and achieve comparable performance as the routing policies evolved by the current state-of-the-art GPHH. Specifically, this paper has the following research objectives:

1) Develop a novel α-MOGP to evolve interpretable and effective routing policies for UCARP;
2) Investigate the effects of different adaption schemes for α parameter;
3) Verify the efficacy of α-MOGP by comparing with SimpleGP and other MOGP algorithms.

II. BACKGROUND

A. Uncertain Capacitated Arc Routing Problem

A UCARP instance can be described as a connected graph $G(V,E)$. There are a set of vertices $V$ and edges $E$ in the graph. A subset of edges $E_R \subseteq E$, denoted as tasks, are required to be served by the vehicles. Deadheading cost $dc(e)$, which is a positive random value, indicates the cost of traversing an edge $e \in E$. Each task, an edge that needs to be served, has a positive random demand $d(e_R)$ which represents the demand to serve and a positive serving cost $sc(e_R)$ which represents the cost to serve the task. Each vehicle has a capacity $Q$. The goal is to minimise the total cost of serving all the tasks. There is a depot $v_0 \in V$. Each vehicle must start at $v_0$ and finish at $v_0$, the edges that the vehicle goes along are denoted as a route, and the total demand of a route cannot exceed the capacity $Q$ of the vehicle.

There are many random variables in a UCARP instance. Each of the random variables can have different samples. Accordingly, a UCARP instance may contain different samples. In a UCARP instance, each random variable (i.e. task demand and deadheading cost) has a realised value. For example, the actual demand of a task is unknown until the vehicle finishes serving it, and the actual deadheading cost of an edge is unknown until the vehicle finishes traversing over the edge.

Due to the uncertain environment, there are two kinds of failures, Route failure and Edge failure, that may occur during the serving process. Route failure occurs when the remaining capacity of the vehicle is insufficient for the actual demand of a task. A recourse operator can repair it. A typical recourse operator is that the vehicle goes back to the depot to refill and come back to the failed task to complete the remaining service.

Edge failure occurs when the edge in the route becomes infeasible suddenly. Edge failure can be repaired by finding the shortest path (e.g., Dijkstra’s algorithm) under the current situation. $S = \{\{S.R^{(1)},...,S.R^{(m)}\}, \{S.D^{(1)},...,S.D^{(m)}\}\}$ can be a representation of a UCARP instance sample solution. Each $S.R$, such as $S.X^{(1)}$, is a route represented as a set of vertex sequences. For example, $S.R^{(k)} = \{s.r^{(k)}_{1},...,s.r^{(k)}_{L_k}\}$ represents the $k^{th}$ route. Each $S.D$ is a continuous vector, each number in the vector refers to the workload has been served for this edge. Specifically, $S.D^{(k)} = (S.d^{(k)}_{1},...,S.d^{(k)}_{L_k-1})$ ($S.d^{(k)}_{i} \in [0,1]$) refers to the fraction of demand that has been served along the route $S.R^{(k)}$. For example, if $S.d^{(3)}_{5} = 0.5$, then ($S.r^{(3)}_{5},S.r^{(3)}_{6}$) is a task and 50% of its demand is served at position 5 of the route $S.R^{(3)}$.

B. Related Work

Many studies have been made on dealing with CARP, including Integer linear programming model [1], Tabu search [13], [14], [15] approach CARP, Genetic Algorithm [16], Memetic Algorithms [4], [17], [18], ant colony schema [19], ant colony optimization [20]. All these effort make great contributions to CARP. However, they cannot apply to UCARP directly since they are not able to deal with the route failure effectively.

There are two main types of approaches for solving UCARP, the proactive approaches [21], [22], [23] and the reactive approaches [7], [8], [9]. The proactive approaches aim to find robust solutions that are expected to handle all the possible realisations of the random variables. On the other hand, reactive approaches mainly use GPHH to evolve routing policies which construct the solution gradually in real-time.

GPHH approaches have been applied to solve UCARP effectively. Weise et al. [24] first proposed a GPHH for UCARP with a single vehicle and examined its performance. The result showed that routing policies evolved by GPHH could outperform manually designed routing policies. Liu et al. [7] proposed a novel and effective meta-algorithm to filter irrelevant candidate tasks during the decision-making process. To better reflect the reality, the model was extended from single-vehicle to multiple-vehicle version by Mei et al. [9]. Then the solution can be generated with multiple vehicles on the road simultaneously. To further improve the GPHH, MacLachlan et al. [8] proposed a novel task filtering method and an effective look-ahead terminal.

The interpretability of the evolved routing policies is also an important aspect for the routing policies evolved by GPHH. It can guarantee the confidence of the users while using them. However, to our best knowledge, most of the current GPHH approaches cannot achieve satisfactory interpretability. The main reason of why routing policies evolved by GPHH is hard to interpret is that GP tends to generate large trees. Thus, tree size control can be a good approach to reduce the structural complexity of GP so that we can improve the interpretability of routing policies evolved by GPHH. Therefore, it is important to find a good way to control tree size.
There are two commonly used approaches to control tree size. The first one is Tree size or depth limitation [25], [26]. The second one is using a penalty term [27], which penalize those trees with a larger size, in the fitness function. However, both of them cannot handle it perfectly. For the tree size limitation approach, it is not very easy to predefine a reasonable limit for size or depth and maintain the diversity near the root node [28]. For the penalty term approach, it is also challenging to predefine the weights of the penalty term, and a linear weighted sum of two objectives prefers individuals that perform well in one of the objectives rather than individuals that perform fair well in both objectives when the trade-off surface is concave [29].

Multi-objective optimisation (MO) approach is considered as a more effective approach to control the tree size [28]. The multi-objective optimisation approach not only does not need to predefine any aggregation functions to combine those objective values but also obtain a set of solutions which can satisfy different objectives. Multiple multi-objective optimization approaches [28], [30], [31] can be applied to control tree size. However, there is one issue that the size is much easier to optimise than the performance. This leads to premature convergence to small individuals [29], [32]. It is difficult to deal with the above issue using traditional EMO algorithms. Bleuler [11] summaries two basic strategies, using a bias against small individuals [33], [34] and increase the diversity in the population [35], [29], [36], to deal with the above issue. Besides that, a Pareto-based strategies [28] was applied to GP for a even-parity problem. However, SPEA2 [11] does not work well in UCARP since it is difficult to maintain the diversity of the population in a dynamic and stochastic problem. It cannot prevent small individuals from taking over the entire population. The problem can also be partially addressed by Preference-Based EMO approach [37], [38]. To our knowledge, the basic idea of Preference-Based EMO approach is to find solutions in some specific regions. Thus, we can only get a small portion of the Pareto front in the “preferred region”. However, we aim to cover the entire Pareto front as much as possible in this paper.

To address the above issues, we aim to propose a novel Multi-Objective Genetic Programming approach using \(\alpha\)-dominance strategy (\(\alpha\)-MOGP) which uses performance and size as two objectives. Besides that, \(\alpha\)-MOGP is expected to avoid premature convergence to small individuals so that we can have compact and effective routing policies.

III. MULTI-OBJECTIVE GENETIC PROGRAMMING USING \(\alpha\)-DOMINANCE STRATEGY

A. \(\alpha\)-dominance strategy

Comparing with traditional single objective GPHH approach, MOGP uses Pareto dominance criteria to evaluate the fitness of individuals. \(\alpha\)-dominance strategy [12] is a more general form of traditional dominance. The basic idea of \(\alpha\)-dominance is to set tradeoff rates between objectives. For example, we have two solutions, \(A\) and \(B\), with two objectives, \(obj_1\) and \(obj_2\). \(f(A) = (a_1, a_2)\) and \(f(B) = (b_1, b_2)\). When using traditional Pareto-dominance, if \(a_1 < b_1\) and \(a_2 > b_2\), \(A\) and \(B\) are nondominated. However, \(A\) might dominate \(B\) when using \(\alpha\)-dominance strategy. For a problem to minimize all objectives. If a feasible solution \(x\) dominates another solution \(x'\) using \(\alpha\)-dominance strategy. The problem can be formulated as follows.

\[
\begin{align*}
\text{min}(f_1(o), f_2(o), f_3(o), \ldots, f_m(o)), \\
\forall i \in \{1, 2, 3, \ldots, m\}, \quad s_i(x, x') \leq 0, \\
\exists i \in \{1, 2, 3, \ldots, m\}, \quad s_i(x, x') < 0,
\end{align*}
\]

where

\[
\begin{align*}
s_i(x, x') &= f_i(x) - f_i(x') + \sum_{j \neq i}^{1\ldots m} \alpha_{ij} (f_j(x) - f_j(x'))
\end{align*}
\]

There is one thing that needs to be noticed that traditional dominance is a special form of \(\alpha\) dominance while all \(\alpha_{ij}\) equal to 0.

In our problem, we expect that a solution with medium size and good performance will not be dominated by a solution with extremely small size but poor performance. Thus, we modified Eq. 3 as follows.

\[
\begin{align*}
s_{\text{size}}(x, x') &= f_s(x) - f_s(x') + \alpha_s(f_p(x) - f_p(x')) \\
s_{\text{perf}}(x, x') &= f_p(x) - f_p(x') + \alpha_p(f_s(x) - f_s(x'))
\end{align*}
\]

where \(f_s(x)\) refers to the size of the individual \(x\). \(f_p(x)\) refers to the performance of the individual \(x\). \(\alpha_s\) equals to \(\alpha\) (all the \(\alpha\) value mentioned later in the paper) and \(\alpha_p\) equals to 0.

Figure 1 shows the change of the dominance area while \(\alpha\) value increasing in our problem. We can see that three solutions (red dot, blue dot and green dot) are nondominated. However, the red dot dominates the blue dot when \(\alpha\) equals to 10. While \(\alpha\) equals to 100, the green dot is also dominated by the red dot.

![Fig. 1: The dominance area with different \(\alpha\) value](image-url)
three different adaptation schemes, linear, sigmoid and cosine, for the $\alpha$ value. Linear scheme will decrease at a constant rate. Sigmoid scheme will decrease slowly in the early stage and increase rapidly in the middle stage and then back to slowly at the final stage. Cosine scheme will repeat the process of increasing and decreasing. The three adaptation scheme curves are shown in Fig. 2. The formulas for all three schemes are shown as follow.

$$f_{\text{linear}}(x) = C + \frac{-C \times x}{50}$$  \hspace{1cm} (7)

$$f_{\text{sigmoid}}(x) = C \times \frac{1}{1 + e^{x-25}}$$  \hspace{1cm} (8)

$$f_{\text{cosine}}(x) = \frac{C}{2} \times (\cos(\frac{\pi \times x}{10}) + 1)$$  \hspace{1cm} (9)

where $C$ is a sufficiently large constant which is $99999999$ in this paper.

### B. Overall Framework

The basic idea of $\alpha$-MOGP is using $\alpha$-dominance strategy to replace the traditional Pareto-dominance. The $\alpha$-dominance strategy is combined with tournament selection as $\alpha$-tournament selection. After evaluating each routing policy, $\alpha$ tournament selection will be applied to select parent individuals from the old population. The parent individuals will be used to breed new population. The, crossover, mutation and reproduction, operators will be applied in the breeding process. The pseudocode of the $\alpha$-MOGP approach is shown in Algorithm 1. Given the number of generations $G$. Each routing policy is evolved using a different training subset randomly sampled from the training set $T_{\text{train}}$ (line 4).

The $\alpha$ tournament selection uses the $\alpha$ dominance to select the parents. Specifically, it first randomly selects $T$ individuals, and then select the best one among them in terms of $\alpha$ dominance. If there are multiple non-dominated individuals, the first one identified during the comparison is selected. The pseudocode of the $\alpha$ Tournament Selection method is shown in Algorithm 2.

### Algorithm 1: The overall framework of $\alpha$-MOGP

**Input:** Training set $S_{\text{train}}$, number of generations $G$  
**Output:** A set of non-dominated routing policies $R\bar{P}$

1. $g = 0$;  
2. while $g < G$ do  
3. \hspace{1cm} randomly sample a training subset $S' \subseteq S_{\text{train}}$;  
4. \hspace{1cm} evaluate $pop$ using $S'$;  
5. \hspace{1cm} while $|pop| < \text{popsize}$ do  
6. \hspace{1cm} \hspace{1cm} Breed $pop'$ using parent selection (Algorithm 2) and genetic operators;  
7. \hspace{1cm} \hspace{1cm} $g = g + 1$;  
8. \hspace{1cm} end  
9. \hspace{1cm} $pop = pop'$;  
10. end  
11. update the $\alpha$ value;  
12. end  
13. return the non-dominated routing policies in $pop$;

### Algorithm 2: The $\alpha$ tournament selection approach

**Input:** size of Tournament $T$, random select method random rp which random select a routing policy from population, $\alpha$-dominance strategy method $\alpha - \text{dominates}$ using Eq. (2,3)  
**Output:** best routing policy

1. $t = 1$;  
2. best = random rp;  
3. for $t < T$ do  
4. \hspace{1cm} rp = random rp;  
5. \hspace{1cm} if rp $\alpha - \text{dominates}$ best then  
6. \hspace{1cm} \hspace{1cm} best = rp;  
7. end  
8. \hspace{1cm} $t = t + 1$;  
9. end  
10. return best;

### TABLE I: The terminal set in the experiments.

<table>
<thead>
<tr>
<th>Terminal</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>cost from the depot to the current location</td>
</tr>
<tr>
<td>CFH</td>
<td>cost from the candidate task to the current location</td>
</tr>
<tr>
<td>CFD</td>
<td>cost from the head node of the task to the depot</td>
</tr>
<tr>
<td>CFR1</td>
<td>cost from the closest other route to the candidate task</td>
</tr>
<tr>
<td>CTT1</td>
<td>the cost from the candidate to its closest remaining task</td>
</tr>
<tr>
<td>CTD</td>
<td>cost from the depot to the candidate task</td>
</tr>
<tr>
<td>DC</td>
<td>the deadheading cost of the candidate task</td>
</tr>
<tr>
<td>DEM</td>
<td>expected demand of the candidate task</td>
</tr>
<tr>
<td>DEM1</td>
<td>demand of unserved task that closest to the candidate task</td>
</tr>
<tr>
<td>FULL</td>
<td>fullness (served demand over capacity) of the vehicle</td>
</tr>
<tr>
<td>FRT</td>
<td>fraction of unserved tasks</td>
</tr>
<tr>
<td>FUT</td>
<td>fraction of unassigned tasks</td>
</tr>
<tr>
<td>RQ</td>
<td>remaining capacity of the vehicle</td>
</tr>
<tr>
<td>RQ1</td>
<td>remaining capacity of the closest other route to the candidate task</td>
</tr>
<tr>
<td>SC</td>
<td>cost of serving the candidate task</td>
</tr>
</tbody>
</table>

### C. Individual Representation

In $\alpha$-MOGP, each routing policy is essentially represented as an arithmetic priority function. The priority function is
TABLE II: The mean and standard deviation for HV of the compared algorithms in test process. For each method, (+), (-) and (=) indicates it is significantly higher (better) than, lower (worse) than, and comparable with NSGA-II (the first parentheses) and SPEA2 (the second parentheses).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ugd1</td>
<td>0.9071(0.0252)</td>
<td>0.8645(0.0408)</td>
<td>0.9378(0.0258)(+)(+)+</td>
<td>0.9389(0.0356)(+)(+)+</td>
<td>0.9427(0.0263)(+)(+)+</td>
<td>0.9423(0.0292)(+)(+)+</td>
</tr>
<tr>
<td>Ugd2</td>
<td>0.9155(0.0154)</td>
<td>0.8984(0.0355)</td>
<td>0.9399(0.0199)(+)(+)+</td>
<td>0.9395(0.0281)(+)(+)+</td>
<td>0.9572(0.0121)(+)(+)+</td>
<td>0.9423(0.0175)(+)(+)+</td>
</tr>
<tr>
<td>Ugd8</td>
<td>0.9142(0.0228)</td>
<td>0.8625(0.0466)</td>
<td>0.9395(0.0333)(+)(+)+</td>
<td>0.9404(0.0302)(+)(+)+</td>
<td>0.9505(0.0195)(+)(+)+</td>
<td>0.9427(0.0251)(+)(+)+</td>
</tr>
<tr>
<td>Ugd23</td>
<td>0.8889(0.0206)</td>
<td>0.8738(0.0259)</td>
<td>0.9305(0.0198)(+)(+)+</td>
<td>0.9295(0.0376)(+)(+)+</td>
<td>0.9416(0.0180)(+)(+)+</td>
<td>0.9341(0.0247)(+)(+)+</td>
</tr>
<tr>
<td>Uval9A</td>
<td>0.9756(0.0052)</td>
<td>0.9577(0.0178)</td>
<td>0.9838(0.0037)(+)(+)+</td>
<td>0.9781(0.0159)(+)(+)+</td>
<td>0.9853(0.0115)(+)(+)+</td>
<td>0.9811(0.0084)(+)(+)+</td>
</tr>
<tr>
<td>Uval9D</td>
<td>0.9199(0.0174)</td>
<td>0.8528(0.053)</td>
<td>0.9508(0.0124)(+)(+)+</td>
<td>0.9393(0.0324)(+)(+)+</td>
<td>0.9581(0.0121)(+)(+)+</td>
<td>0.9482(0.0215)(+)(+)+</td>
</tr>
<tr>
<td>Uval10A</td>
<td>0.9736(0.0067)</td>
<td>0.9534(0.0161)</td>
<td>0.9861(0.0097)(+)(+)+</td>
<td>0.9852(0.0112)(+)(+)+</td>
<td>0.9905(0.0047)(+)(+)+</td>
<td>0.9859(0.0117)(+)(+)+</td>
</tr>
<tr>
<td>Uval10D</td>
<td>0.9302(0.0238)</td>
<td>0.8986(0.0325)</td>
<td>0.9643(0.0123)(+)(+)+</td>
<td>0.9518(0.0411)(+)(+)+</td>
<td>0.9724(0.0106)(+)(+)+</td>
<td>0.963(0.0138)(+)(+)+</td>
</tr>
</tbody>
</table>

TABLE III: The WDL table for the pairwise comparisons between the algorithms in terms of HV.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>8-0-0</td>
<td>0-0-8</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>8-0-0</td>
</tr>
<tr>
<td>SPEA2</td>
<td>8-0-0</td>
<td>0-0-8</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>8-0-0</td>
<td>8-0-0</td>
</tr>
<tr>
<td>TS-GPHH</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>8-0-0</td>
<td>0-0-8</td>
</tr>
<tr>
<td>α-MOGP-l</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>5-3-0</td>
<td>0-0-8</td>
</tr>
<tr>
<td>α-MOGP-s</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-2-6</td>
<td>0-3-5</td>
<td>0-8-0</td>
<td>0-5-3</td>
</tr>
<tr>
<td>α-MOGP-c</td>
<td>0-0-8</td>
<td>0-0-8</td>
<td>0-2-6</td>
<td>0-3-5</td>
<td>0-8-0</td>
<td>0-5-3</td>
</tr>
</tbody>
</table>

where $S$ is a set of instance samples, $|S|$ is the number of instance samples. $tc(rp, S)$ stands for the total cost of the solution obtained by $rp$ on sample $s$. The solution is constructed based on a simulation process which is commonly used in UCARP literature [10], [26].

In Algorithm 1, we randomly re-sample a subset of training instances for the fitness evaluation (lines 4). Such instance rotation has been commonly used in other studies [7], [40], [41] and has been demonstrated to be able to improve the generalisation of the evolved solutions.

IV. EXPERIMENTAL STUDIES

To evaluate the proposed approach, we test them on a number of UCARP instances which are commonly used in UCARP literature [7], [8], [9], [10]. For the sake of convenience, we denote the $\alpha$-MOGP with different adaption schemes as follows: $\alpha$-MOGP-linear ($\alpha$-MOGP-I), $\alpha$-MOGP-sigmoid ($\alpha$-MOGP-s) and $\alpha$-MOGP-cosine ($\alpha$-MOGP-c). $\alpha$-MOGP-l adjust the $\alpha$ value based on a linear adaption scheme. $\alpha$-MOGP-s adjusts the $\alpha$ value based on a sigmoid adaption scheme. $\alpha$-MOGP-c adjusts the $\alpha$ value based on a cosine adaption scheme. We compare these three algorithms with the SimpleGP [9], which evolves a single routing policy using GPHH. Two-stage GPHH [39], which apply single-objective GPHH in the first stage and multi-objective GPHH in the second stage, and some other traditional MOGP algorithms, such as NSGA-II [30] and SPEA2 [11].

A. Experiment Setup

We select 8 commonly used UCARP instances to evaluate the performance of the proposed approach. The problem size varies from 22 tasks and 5 vehicles (small) to 97 tasks and 10 vehicles (large). Thus, we can examine the effectiveness of the proposed methods in different problem scenarios. In the training phase, routing policies are trained based on the training set $S_{train}$. There are 5 training samples during the training set. In the test phase, the routing policy will be tested on an unseen test set $S_{test}$, which contains 500 test samples that can avoid testing bias.

Commonly used function set $\{+, -, \times, /, \min, \max\}$. The “/” operator is protected divide which returns 1 if divided by 0, are applied in the experiments. The terminal set is shown in Table I.
TABLE IV: The mean and standard deviation for IGD of the compared algorithms in test process. For each method, (+), (-) and (=) indicates it is significantly lower (better) than, higher (worse) than, and comparable with NSGA-II (the first parentheses) and SPEA2 (the second parentheses).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uval10A</td>
<td>0.1029(0.0196)</td>
<td>0.1332(0.0282)</td>
<td>0.0635(0.016)(+)(+)</td>
<td>0.0619(0.017)(+)(+)</td>
<td>0.0645(0.0509)(+)(+)</td>
<td>0.0531(0.0323)(+)(+)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>0.0751(0.0198)</td>
<td>0.0989(0.0275)</td>
<td>0.0507(0.0226)(+)(+)</td>
<td>0.0507(0.0509)(+)(+)</td>
<td>0.0331(0.0131)(+)(+)</td>
<td>0.0543(0.0251)(+)(+)</td>
</tr>
<tr>
<td>Uval11A</td>
<td>0.1290(0.0247)</td>
<td>0.1518(0.0329)</td>
<td>0.0857(0.034)(+)(+)</td>
<td>0.0836(0.024)(+)(+)</td>
<td>0.0773(0.0021)(+)(+)</td>
<td>0.0729(0.0284)(+)(+)</td>
</tr>
<tr>
<td>Uval11B</td>
<td>0.1264(0.0271)</td>
<td>0.1492(0.0364)</td>
<td>0.0817(0.035)(+)(+)</td>
<td>0.0809(0.042)(+)(+)</td>
<td>0.0776(0.0021)(+)(+)</td>
<td>0.0724(0.0284)(+)(+)</td>
</tr>
<tr>
<td>Uval11C</td>
<td>0.1227(0.0259)</td>
<td>0.1472(0.0348)</td>
<td>0.0782(0.035)(+)(+)</td>
<td>0.0778(0.0448)(+)(+)</td>
<td>0.0746(0.0016)(+)(+)</td>
<td>0.0705(0.0241)(+)(+)</td>
</tr>
<tr>
<td>Uval11D</td>
<td>0.1185(0.0237)</td>
<td>0.1432(0.0337)</td>
<td>0.0743(0.033)(+)(+)</td>
<td>0.0740(0.0448)(+)(+)</td>
<td>0.0708(0.0016)(+)(+)</td>
<td>0.0667(0.0241)(+)(+)</td>
</tr>
<tr>
<td>Uval12A</td>
<td>0.1087(0.0209)</td>
<td>0.1314(0.0287)</td>
<td>0.0689(0.028)(+)(+)</td>
<td>0.0689(0.0019)(+)(+)</td>
<td>0.0657(0.0019)(+)(+)</td>
<td>0.0616(0.0241)(+)(+)</td>
</tr>
<tr>
<td>Uval12B</td>
<td>0.1049(0.0198)</td>
<td>0.1285(0.0276)</td>
<td>0.0643(0.026)(+)(+)</td>
<td>0.0643(0.0019)(+)(+)</td>
<td>0.0611(0.0019)(+)(+)</td>
<td>0.0570(0.0241)(+)(+)</td>
</tr>
<tr>
<td>Uval12C</td>
<td>0.0913(0.0188)</td>
<td>0.1141(0.0265)</td>
<td>0.0609(0.024)(+)(+)</td>
<td>0.0609(0.0019)(+)(+)</td>
<td>0.0577(0.0019)(+)(+)</td>
<td>0.0536(0.0241)(+)(+)</td>
</tr>
</tbody>
</table>

TABLE V: The WDL table for IGD on all 8 instances in W-D-L format for each compared approach.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>1.70</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>SPEA2</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>1.70</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>TS-GPHH</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>8-0.0</td>
<td>1.70</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>α-MOGP-l</td>
<td>0-1.7</td>
<td>0-1.7</td>
<td>0-1.7</td>
<td>1.70</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>α-MOGP-s</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
</tr>
<tr>
<td>α-MOGP-c</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
<td>0-0.8</td>
</tr>
</tbody>
</table>

The population size for all the compared algorithms is 1000. Besides that, the total number of generations for all the compared algorithms set to 50. For the initialisation, ramp-half-and-half initialisation is used. The ratio of crossover to compared algorithms set to 50. For the initialisation, ramp-1000. Besides that, the total number of generations for all the compared algorithms. It can be seen that all compared algorithms. The result is shown in Table VI and SPEA2 on all instances. This indicates the effectiveness of the proposed α-MOGP. To make further comparison, we also make a pairwise comparison between the algorithms. Table III shows the pairwise comparison results between the algorithms. In the table, each entry represents the comparison result between the column algorithm and the row algorithm. The entry is formatted in W-D-L format. W (L) indicates the number of instances where the column approach performs significantly better (worse) than the row approach. D indicates the number of instances where the two approaches showed no significant difference.

From the table, we can see that all α-MOGP algorithms can generate better Pareto fronts than NSGA-II and SPEA2. Also, α-MOGP-s performs best among all α-MOGP algorithms and TS-GPHH. It is significantly better than α-MOGP-l on 5 instances and significantly better than α-MOGP-c on 3 instances. It can also generate better Pareto fronts than TS-GPHH. We can see that it perform significantly better than TS-GPHH on 6 out of 8 instances. Besides that, it does not perform significantly worse on any instance than other algorithms.

Table IV shows mean and standard deviation of IGD of compared algorithms. It can be seen that α-MOGP-l outperforms NSGA-II on 7 out of total 8 instances. Besides that, all other α-MOGP algorithms and TS-GPHH outperform NSGA-II on all instances. It is clear to see that all compared algorithms can outperform SPEA2 on all instances. This is consistent with HV. We also make a pairwise comparison on each algorithm on IGD, and the results are shown in Table V. In the table, each entry represents the comparison result between the column algorithm and the row algorithm. The entry is formatted in W-D-L format. W (L) indicates the number of instances where the column approach performs significantly better (worse) than the row approach. D indicates the number of instances where the two approaches showed no significant difference. The result is consistent with HV, all compared algorithms can obtain better front than NSGA-II and SPEA2, and α-MOGP-s performs best among all α-MOGP algorithms.

Performance is still the primary objective of this study. Thus, we take the routing policies with the best performance from every front to compare the mean performance and size for all compared algorithms. The result is shown in Table VI and
TABLE VI: The mean and standard deviation for test performance (total cost) of the compared algorithms. For each method, (+), (-) and (=) indicates it is significantly lower (better) than, higher (worse) than, and comparable with SimpleGP.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ugdb1</td>
<td>355.47(14.83)</td>
<td>373.29(8.6)</td>
<td>389.15(15.56)</td>
<td>356.4(10.7)</td>
<td>354.8(12.0)</td>
<td>358.4(10.6)</td>
<td>354.6(12.5)</td>
</tr>
<tr>
<td>Ugdb2</td>
<td>371.72(17.67)</td>
<td>392.86(6.5)</td>
<td>404.08(15.62)</td>
<td>372.0(9.1)</td>
<td>370.2(7.9)</td>
<td>330.8(6.4)</td>
<td>370.5(7.0)</td>
</tr>
<tr>
<td>Ugdb8</td>
<td>463.34(54.3)</td>
<td>476.31(15.1)</td>
<td>500.82(29.9)</td>
<td>452.0(23.0)</td>
<td>441.1(10.8)</td>
<td>448.9(12.7)</td>
<td>443.7(11.2)</td>
</tr>
<tr>
<td>Ugdb23</td>
<td>252.47(3.11)</td>
<td>260.2(2.9)</td>
<td>262.35(3.66)</td>
<td>253.0(3.3)</td>
<td>250.5(2.2)</td>
<td>252.0(3.1)</td>
<td>251.1(2.7)</td>
</tr>
<tr>
<td>Uval9A</td>
<td>335.13(3.8)</td>
<td>351.36(6.0)</td>
<td>371.24(19.77)</td>
<td>336.7(4.6)</td>
<td>336.0(3.7)</td>
<td>336.4(3.4)</td>
<td>336.3(3.8)</td>
</tr>
<tr>
<td>Uval9D</td>
<td>478.14(16.68)</td>
<td>522.7(17.4)</td>
<td>586.58(51.35)</td>
<td>480.7(10.1)</td>
<td>474.2(11.9)</td>
<td>479.3(13.4)</td>
<td>474.8(12.2)</td>
</tr>
<tr>
<td>Uval10A</td>
<td>439.41(5.97)</td>
<td>460.07(6.0)</td>
<td>481.59(16.89)</td>
<td>442.0(10.9)</td>
<td>440.5(3.9)</td>
<td>440.9(4.4)</td>
<td>439.7(4.0)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>620.9(17.97)</td>
<td>668.94(24.0)</td>
<td>699.83(32.83)</td>
<td>624.2(8.6)</td>
<td>619.6(8.4)</td>
<td>622.2(10.0)</td>
<td>617.5(10.4)</td>
</tr>
</tbody>
</table>

TABLE VII: The mean and standard deviation for size of routing policies of the compared algorithms.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uval10D</td>
<td>65.33(14.35)</td>
<td>10.0(3.99)</td>
<td>8.4(5.18)</td>
<td>30.53(18.02)</td>
<td>27.67(15.97)</td>
<td>17.33(11.98)</td>
<td>27.87(15.27)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
<tr>
<td>Uval10D</td>
<td>69.27(29.46)</td>
<td>10.33(4.85)</td>
<td>7.53(6.15)</td>
<td>42.67(19.31)</td>
<td>51.67(19.03)</td>
<td>30.87(13.97)</td>
<td>41.62(22.49)</td>
</tr>
</tbody>
</table>

Table VII, respectively. Table VI shows the mean and standard deviation of test performance of the compared algorithms. Wilcoxon rank sum test with a significance level of 0.05 is used to compare each approach with SimpleGP. From Table VI, one can see that both NSGA-II and SPEA2 perform worse than SimpleGP since they cannot handle the challenge of premature convergence on smaller individuals. All $\alpha$-MOGP algorithms can obtain a comparable result with SimpleGP. Especially, both $\alpha$-MOGP-I and $\alpha$-MOGP-c perform significantly better than SimpleGP on 2 out of 8 instances.

Table VII shows the mean and standard deviation of size of the compared algorithms. All the compared approaches can evolve much smaller routing policies than SimpleGP. This is as expected since we use size as an objective. The result indicates that using size as an objective can reduce routing policy size effectively. There is one thing that needs to be noticed that both NSGA-II and SPEA2 achieves much smaller size on all instances than other algorithms. This is because either NSGA-II or SPEA2 has the problem of premature convergence to small individuals which will lead to poor performance (shown in Table VI).

Overall, the proposed $\alpha$-MOGP can generate better Pareto fronts than NSGA-II, SPEA2 and TS-GPHH. Besides that, it can achieve much smaller rule size than SimpleGP with comparable performance. Primarily, with proper adaption scheme, it can obtain better performance.

C. Further Analysis

To analyse the routing policies evolved by $\alpha$-MOGP, we picked one of the best performing routing policies from $\alpha$-MOGP-s for Ugdb1 as an example. The routing policy evolved by $\alpha$-MOGP-s, denoted as RP1, is shown in Eq. 11.

$$RP1 = \max(S1, S2) \quad (11)$$

where

$$S1 = DC * CFH + CTT1 \quad (12)$$

$$S2 = \frac{DEM1}{DC - CFR1} \quad (13)$$

From $S1$, we can observe that the policy tends to select the tasks with smaller CFH (close to the current place) and smaller CTT1. From $S2$, one can see that the policy tends to select the tasks with smaller DEM1. Thus RP1 tends to select the tasks close to current place or the tasks that their closest task has a small demand.

We have also analysed the final Pareto front. One interesting observation is that a large amount of small and good routing policies contains the same building block “DC * CFH”. The final Pareto front contains a large number of individuals with one single terminal. Another interesting observation is that most of the single-terminal individuals are “CFH”. This indicates that “CFH” is critical for build small and good individuals.

V. CONCLUSIONS

The primary purpose of this paper is to improve the interpretability of the routing policies evolved by GPHH for UCARP by optimising the performance and size simultaneously. To this end, this paper proposes a simple yet effective $\alpha$-MOGP approach, and apply it with different adaption schemes that are used to adaptively adjust $\alpha$ value. The experimental results showed that with a proper adaption scheme, the proposed $\alpha$-MOGP approach could evolve much smaller routing policies without losing the test performance. This also indicates that our newly proposed approach can deal with the issues in the multi-objective optimisation while one objective is much easier to optimise than other objectives. Especially, size is much easier to optimise than performance in UCARP. In the future,
we will consider self-adaptive $\alpha$ value adjustment to improve the ability to balance the tradeoff among each objective.
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